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INTERNATIONAL ATOMIC MASSES*

Atomic Atomic

Name Symbol Number Atomic Mass Name Symbol Number Atomic Mass
Actinium Ac 89 [227] Mendelevium Md 101 [258]
Aluminium Al 13 26.9815385(7) Mercury Hg 80 200.592(3)
Americium Am 95 [243] Molybde.num Mo 42 95.95(1)
Antimony Sh 51 121.760(1) Neodymium Nd 60 144.242(3)
Argon Ar 18 39.948(1) Neon . Ne 10 20.1797(6)
Arsenic As 33 74.921595(6) Neptunium Np 93 [237)
Astatine At 85 210] Nickel Ni 28 58.6934(4)
Barium Ba 56 137'327(7) N%Oblul’l’l Nb 41 92.90637(2)
Berkelium Bk 97 [247] Nltrogen N 7 14.007
Beryllium Be 4 9.0121831(5) Nobghum No 102 [259]
Bismuth Bi 83 208.98040(1) Osmium Os 76 190.23(3)
Bohrium Bh 107 [270] Oxygen o 8 15.999
Boron B 5 10.81 Palladium Pd 46 106.42(1)
Bromine Br 35 29.904 Pho.sphorus P 15 30.973761998(5)
Cadmium cd 48 112.414(4) Platinum Pt 78 195.084(9)
Calcium Ca 20 40.078(4) Plutonium Pu o4 [244]
Californium Cf 98 [251] P010n1.um Po 84 209]
Carbon C 6 12.011 Potassium K 19 39.0983(1)
Cerium Ce 53 140.116(1) Praseodxmlum Pr 59 140.90766(2)
Cesium Cs 55 132.90545196(6) Promethium Pm 61 [145]
Chlorine cl 17 35.45 Prot.actlnlum Pa 91 231.03588(2)
Chromium Cr 24 51.9961(6) Radium Ra 88 [226]
Cobalt Co 27 58.933194(4) Radon Rn 86 [222]
Copernicum Cn 112 [285] Rhem.um Re 75 186.207(1)
Copper Cu 29 63.546(3) Rhodlum. Rh 45 102.90550(2)
Curium Cm 96 [247] Roer.ltgemum Rg 111 [281]
Darmstadtium Ds 110 [281] Rubldlu.m Rb 37 85.4678(3)
Dubnium Db 105 (270] Ruthenlum. Ru 44 101.07(2)
Dysprosium Dy 66 162.500(1) Ruther.fordlum Rf 104 [267]
Einsteinium Es 99 [252] Samarium Sm 62 150.36(2)
Erbium Er 68 167.259(3) Scandiu@ Sc 21 44.955908(5)
Europium Eu 63 151.964(1) Seaborgium Sg 106 [269]
Fermium Fm 100 [257] Selenium Se 34 78.971(8)
Flerovium Fl 114 [289] Silicon Si 14 28.085
Fluorine F 9 18.998403163(6) Silver Ag 47 107.8682(2)
Francium Fr 87 (223] Sodium Na 11 22.98976928(2)
Gadolinium Gd 64 157.25(3) Strontium Sr 38 87.62(1)
Gallium Ga 31 69.723(1) Sulfur S 16 32.06
Germanium Ge kY) 72.630(8) Tantalum Ta 73 180.94788(2)
Gold Au 79 196.966569(5) Technetium Tc 43 [97]
Hafnium Hf 72 178.49(2) Tellurium Te 52 127.60(3)
Hassium Hs 108 [270] Terbium Tb 65 158.92535(2)
Holmium Ho 67 164.93033(2) Thorium Th 90 232.0377(4)
Indium In 49 114.818(1) Tin Sn 50 118.710(7)
Todine 1 53 126.90447(3) Titanium Ti 22 47.867(1)
Iridium Ir 77 192.217(3) Tungsten w 74 183.84(1)
Iron Fe 26 55.845(2) Ununoctn{m Uuo 118 [294]
Krypton Kr 36 83.798(2) Ununpe.ntlum Uup 115 [289]
Lanthanum La 57 138.90547(7) Ununtrium Uut 113 [285]
Lawrencium Lr 103 [262] Uranium Y 92 238.02891(3)
Lead Pb 82 207.2(1) Vanadium v 23 50.9415(1)
Lithium Li 3 6.94 Xenon Xe 54 131.293(6)
Livermorium Lv 116 [293] Ytterbium Yb 70 173.045(10)
Lutetium Lu 71 174.9668(1) Yttrium Y 39 88.90584(2)
Magnesium Mg 12 24.305 Z}HC . Zn 30 65.38(2)
Manganese Mn 25 54.938044(3) Zirconium Zr 40 91.224(2)
Meitnerium Mt 109 [278]

*The 2013 values from the [TUPAC website at http://www.chem.qmul.ac.uk/iupac/AtWt/

Numbers in parentheses indicate the uncertainty in the last digit of the atomic masses. Values enclosed in brackets, for example, [209], indicate the mass number of
the longest-lived isotope of the element. From J. Meija, et al., Pure Appl. Chem., 2016, 88, 265, DOI: 10.1515/pac-2015-0305.




IMPORTANT PHYSICAL CONSTANTS

Constant

Speed of light (in vacuo)
Planck’s constant

Avogadro’s number
Faraday constant
Gas constant

Boltzmann’s constant
Rest mass of the electron
Electronic charge

§W‘

2.99792 X10% ms™!

6.62607X 10747 s

6.022140 X10* particles mol ™"
96485.33 C mol !

8.31446 J K ' mol ™!

0.0820578 L atm K ! mol !
1.38065 X 107 #JK™!

9.10938 X 10* kg

1.602177 X 107 C

ENERGY CONVERSION FACTORS

lerg =

1 calorie =

1 liter atmosphere =
1 electron volt =

4.1840
1.0133 X 10?
1.6022 X 107"

4.1840 X 107
1.0133 X 10°
1.6022 X 1072

Calories

2.3901 X 107!
2.3901 X 1078
1

24.217

3.8293 X 107%

Liter
Atmosphere

9.8692 X 1073
9.8692 X 1071
4.1293 X 1072
1

1.5812 X 102!

Electron Volts

6.2415 X 10'®
6.2415 X 101
2.6114 X 10"
6.3242 X 10%
1
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Preface

Today, there is a wide and impressive array of powerful and ele- » Section 1 contains four chapters on basic electrical
gant tools for collecting qualitative and quantitative informa- circuits, operational amplifiers, digital electronics
tion about the composition and structure of matter. Students and computers, signals, noise, and signal-to-noise
of chemistry, biochemistry, physics, geology, the life sciences, enhancement.
forensic science, and environmental science need to develop an » Section 2 comprises seven chapters devoted to
understanding of these instrumental tools and their applica- various atomic spectrometric methods, including an
tions to relevant analytical problems in these fields. This book introduction to spectroscopy and spectroscopic in-
is designed to meet the needs of these students and other users strumentation, atomic absorption, atomic emission,
of analytical instruments. atomic mass spectrometry, and X-ray spectrometry.
When instrument users are familiar with the fundamental » Section 3 treats molecular spectroscopy in nine

chapters that describe absorption, emission, lumi-
nescence, infrared, Raman, nuclear magnetic reso-
nance, mass spectrometry, and surface analytical
methods.

principles underlying modern analytical instrumentation, they
can make appropriate choices and efficient use of these measure-
ment tools. For any given analytical problem, a seemingly bewil-
dering number of alternative methods exist for obtaining the
desired information. By understanding the advantages and lim-
itations of the various tools, suitable choices can be made, and
the user can be attuned to limitations in sensitivity, precision,
and accuracy. In addition, users of instrumental methods should
be aware of the various techniques for calibrating and standard-
izing instruments, and validating the measurements made. It is
therefore our objective to give readers a thorough introduction
to the principles of instrumental analysis, including spectro-
scopic, electrochemical, chromatographic, radiochemical, ther-
mal, and surface analytical methods. By carefully studying this
text, readers will discover the types of instruments that are avail-
able and their strengths and limitations.

»» Section 4 consists of four chapters that treat elec-
troanalytical chemistry, including potentiometry,
coulometry, and voltammetry.

» Section 5 contains five chapters that discuss
analytical separation methods including gas and lig-
uid chromatography, supercritical fluid chromatog-
raphy, electrophoresis, and field-flow fractionation.

» Section 6 consists of four chapters devoted to mis-
cellaneous instrumental methods with emphasis on
thermal, radiochemical, and automated methods.
A chapter on particle size analysis is also included
in this final section.

Since the first edition of this text appeared in 1971, the
field of instrumental analysis has grown so large and diverse

ORGANIZATION OF THIS EDITION that it is impossible to treat all of the modern instrumen-

tal techniques in a one- or even two-semester course. Also,

This text is organized in sections similar to the sixth edition. instructors have differing opinions on which techniques to
After the brief introductory chapter, the book is divided into ~ discuss and which to omit in their courses. Because of this, we
six sections. have included more material in this text than can be covered

XV



xvi Preface X

in a single instrumental analysis course, and as a result, this
comprehensive text will also be a valuable reference for years
to come. An important advantage of organizing the material
into sections is that instructors have flexibility in picking and
choosing topics to be included in reading assignments. Thus,
as in the previous edition, the sections on atomic and molecu-
lar spectroscopy, electrochemistry, and chromatography begin
with introductory chapters that precede the chapters devoted
to specific methods of each type. After assigning the introduc-
tory chapter in a section, an instructor can select the chapters
to follow in any order desired. To assist students in using this
book, the answers to about half of the problems are provided at

the end of the book.

NEW TO THIS EDITION

»

»

»

»

Because many instrumental techniques have been
or are being used in NASA’s exploration of Mars, we
have attempted to present the principles and appli-
cations of these methods where appropriate.

We have included in this book new or updated
Instrumental Analysis in Action features at the end
of each section. One of the new case studies dis-
cusses the bisphenol A controversy and the role of
chromatography in this environmental problem.

The second covers the role of neutron activation
analysis in the many investigations of the John F.
Kennedy assassination. The case studies expand

on the methods introduced in each section and
show how they can be applied to specific analytical
problems. These stimulating examples have been
selected from the forensic, environmental, and bio-
medical areas.

Digital Object Identifiers (DOIs) have been added to
most references to the primary literature. These
universal identifiers greatly simplify the task of
locating articles by a link from the website www
.doi.org. A DOI may be typed into a form on the
website home page, and when the identifier is
submitted, the browser transfers directly to the
article on the publisher’s website. For example, the
DOI 10.1351/goldbook.S05812 can be typed into
the form, and the browser is directed to the IUPAC
article on spectral bandwidth error. Alternatively,
DOIs may be entered directly into the address bar
(also called location bar or URL bar) of any browser
after adding the prefix http://dx.doi.org/ to the DOI
as follows: http://dx.doi.org/10.1351/goldbook
.505812. Please note that students or instructors
must have authorized access to the publication of
interest to retrieve articles. Many journals permit
unauthorized users to access abstracts of articles
without a subscription. Thus, preliminary research
may be accomplished without full authorization.

All chapters have been revised and updated with
recent references to the literature of analytical

»

chemistry. Among the chapters that have been
changed extensively are those on optical instru-
ment components (Chapter 7), plasma atomic emis-
sion spectrometry (Chapter 10), atomic mass spec-
trometry (Chapter 11), X-ray spectrometry (Chapter
12), molecular mass spectrometry (Chapter 20), and
supercritical fluid chromatography (Chapter 29).
Throughout the book, new and updated methods
and techniques are described, and photos of spe-
cific commercial instruments have been added
where appropriate. Some of these modern topics
include laser-based spectrometry, fluorescence
quenching and lifetime measurements, tandem mass
spectrometry, and biosensors.

Many new and revised charts, diagrams, and plots
contain data, curves, and waveforms calculated
from theory or obtained from the original literature
to provide an accurate and realistic representation.

KEY FEATURES FOR THIS EDITION

»

»

»

Spreadsheet applications have been included
throughout to illustrate how these powerful
programs can be applied to instrumental methods.
Problems accompanied by this icon encourage
the use of spreadsheets. When a more detailed
approach is required or supplemental reading is
appropriate, readers are referred to our companion
book, S. R. Crouch and F. J. Holler, Applications

of Microsoft Excel in Analytical Chemistry, 3rd ed.,
Belmont, CA: Cengage Learning, 2017. Those who
purchase this text or our other texts have full
access to this companion text at www.tinyurl.com/
skoogpia7. This companion provides assistance in
understanding these applications.

The book is printed in two colors. This feature aids
in understanding the many figures and diagrams in
the text. The second color clarifies graphs; aids in
following the data flow in diagrams; provides keys
for correlating data that appear in multiple charts,
graphs, and diagrams; and makes for a more pleas-
ing overall appearance.

An open-ended Challenge Problem provides

a capstone research-oriented experience for

each chapter. Such problems are intended to be
open-ended, research-type problems that are more
challenging than normal. These problems may con-
sist of multiple steps, dependent on one another,

or they may require library or web searches to find
information. We hope that these challenge problems
stimulate discussion and extend the topics of the
chapters into new areas. We encourage students and
instructors to use them in innovative ways, such as
for group projects, inquiry-driven learning assign-
ments, and case study discussions. Because many
challenge problems are open-ended and may have
multiple solutions, we do not provide answers or
explanations for them.
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simulations of analytical techniques, exercises, and
animations to help students visualize important
concepts. In addition, Excel files containing data
and sample spreadsheets are available for down-
load. Selected papers from the chemical literature
are also available as PDF files to engage student
interest and to provide background information for
study. Throughout the book, this icon alerts
and encourages students to incorporate the website

ANCILLARIES into their studies.
»  An Instructor’s Manual containing the solutions to
» The book’s companion website at www all the text problems and online images from the
.tinyurl.com/skoogpia7 includes more than 100 text can be found at www.tinyurl.com/skoogpia7.
interactive tutorials on instrumental methods,

» Throughout the text, we have attempted to present
material in a student-friendly style that is active and
engaging. Examples are sprinkled throughout each
chapter to aid in solving relevant and interesting
problems. The solutions to the problems in each ex-
ample are indicated so that students can easily sepa-
rate the problem setup from the problem solution.
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chapterONE

Introduction

nalytical chemistry deals with methods for

determining the chemical composition of

samples of matter. A qualitative method
yields information about the identity of atomic or
molecular species or the functional groups in the
sample. A quantitative method, in contrast, provides
numerical information as to the relative amount of
one or more of these components.

L () | Throughout the book, this logo indicates an
=== opportunity for online self-study. Visit the book’s
companion website at www.tinyurl.com/skoogpia7
to view interactive tutorials, guided simulations, and
exercises.

1A CLASSIFICATION OF ANALYTICAL
METHODS

Analytical methods are often classified as being either classical or
instrumental. Classical methods, sometimes called wet-chemical
methods, preceded instrumental methods by a century or more.

1A-1 Classical Methods

In the early years of chemistry, most analyses were carried out by
separating the components of interest (the analytes) in a sample
by precipitation, extraction, or distillation. For qualitative anal-
yses, the separated components were then treated with reagents
that yielded products that could be recognized by their colors,
their boiling or melting points, their solubilities in a series of
solvents, their odors, their optical activities, or their refractive
indexes. For quantitative analyses, the amount of analyte was
determined by gravimetric or by volumetric measurements.

In gravimetric measurements, the mass of the analyte or
some compound produced from the analyte was determined.
In volumetric, also called titrimetric, procedures, the volume or
mass of a standard reagent required to react completely with the
analyte was measured.

These classical methods for separating and determining
analytes are still used in many laboratories. However, because of
the increasing need for determining small amounts of analytes
at low concentrations, the use of classical methods has decreased
with the passage of time and the advent of instrumental meth-
ods to supplant them.

1A-2 Instrumental Methods

Early in the twentieth century, scientists began to exploit phe-
nomena other than those used for classical methods for solv-
ing analytical problems. Thus, measurements of such analyte
physical properties as conductivity, electrode potential, light
absorption or emission, mass-to-charge ratio, and fluorescence
began to be used for quantitative analysis. Furthermore, highly
efficient chromatographic and electrophoretic techniques began
to replace distillation, extraction, and precipitation for the
separation of components of complex mixtures prior to their



2 Chapter 1 Introduction <«

qualitative or quantitative determination. These newer methods
for separating and determining chemical species are known col-
lectively as instrumental methods of analysis.

Many of the phenomena underlying instrumental methods
have been known for a century or more. Their application by
most scientists, however, was delayed by a lack of reliable and
simple instrumentation. In fact, the growth of modern instru-
mental methods of analysis has paralleled the development of
the electronics and computer industries.

1B TYPES OF INSTRUMENTAL
METHODS

Let us first consider some of the chemical and physical charac-
teristics that are useful for qualitative or quantitative analysis.
Table 1-1 lists many of the characteristic properties that are cur-
rently used for instrumental analysis. Most of the characteristics
listed in the table require a source of energy to stimulate a mea-
surable response from the analyte. For example, in atomic emis-
sion an increase in the temperature of the analyte is required
first to produce gaseous analyte atoms and then to excite the
atoms to higher energy states. The excited-state atoms then emit
characteristic electromagnetic radiation, which is the quantity
measured by the instrument. Sources of energy may take the
form of a rapid thermal change as in the previous example; elec-
tromagnetic radiation from a selected region of the spectrum;
application of an electrical quantity, such as voltage, current, or
charge; or perhaps subtler forms intrinsic to the analyte itself.

Note that the first six entries in Table 1-1 involve interac-
tions of the analyte with electromagnetic radiation. In the first
property, radiant energy is produced by the analyte; the next
five properties involve changes in electromagnetic radiation
brought about by its interaction with the sample. Four electri-
cal properties then follow. Finally, five miscellaneous properties
are grouped together: mass, mass-to-charge ratio, reaction rate,
thermal characteristics, and radioactivity.

The second column in Table 1-1 lists the instrumental
methods that are based on the various physical and chemical
properties. Be aware that it is not always easy to select an opti-
mal method from among available instrumental techniques and
their classical counterparts. Many instrumental techniques are
more sensitive than classical techniques, but others are not. With
certain combinations of elements or compounds, an instrumen-
tal method may be more selective, but with others, a gravimetric
or volumetric approach may suffer less interference. Generaliza-
tions on the basis of accuracy, convenience, or expenditure of
time are equally difficult to draw. Nor is it necessarily true that
instrumental procedures employ more sophisticated or more
costly apparatus.

As noted earlier, in addition to the numerous methods
listed in the second column of Table 1-1, there is a group of
instrumental procedures that are used for separation and resolu-
tion of closely related compounds. Most of these procedures are
based on chromatography, solvent extraction, or electrophoresis.
One of the characteristics listed in Table 1-1 is usually used to
complete the analysis following chromatographic separations.
Thus, for example, thermal conductivity, ultraviolet and infrared

TABLE 1-1 Chemical and Physical Properties Used in Instrumental Methods

Characteristic Properties Instrumental Methods

Emission of radiation
Absorption of radiation

Scattering of radiation
Refraction of radiation
Diffraction of radiation
Rotation of radiation
Electrical potential
Electrical charge Coulometry
Electrical current
Electrical resistance
Mass

Mass-to-charge ratio

Conductometry

Mass spectrometry
Rate of reaction Kinetic methods

Thermal characteristics

Radioactivity

Emission spectroscopy (X-ray, UV, visible, electron, Auger); fluorescence,
phosphorescence, and luminescence (X-ray, UV, and visible)

Spectrophotometry and photometry (X-ray, UV, visible, IR); photoacoustic spectroscopy;
nuclear magnetic resonance and electron spin resonance spectroscopy

Turbidimetry; nephelometry; Raman spectroscopy
Refractometry; interferometry

X-ray and electron diffraction methods

Polarimetry; optical rotary dispersion; circular dichroism
Potentiometry; chronopotentiometry

Amperometry; polarography

Gravimetry (quartz crystal microbalance)

Thermal gravimetry and titrimetry; differential scanning calorimetry; differential
thermal analyses; thermal conductometric methods

Activation and isotope dilution methods




absorption, refractive index, and electrical conductance are
often used for this purpose.

This text deals with the principles, the applications, and the
performance characteristics of the instrumental methods listed
in Table 1-1 and of chromatographic and electrophoretic sepa-
ration procedures as well. No space is devoted to the classical
methods because we assume that the reader has previously stud-
ied these techniques.

1C  INSTRUMENTS FOR ANALYSIS

An instrument for chemical analysis converts information
about the physical or chemical characteristics of the analyte
to information that can be manipulated and interpreted by a
human. Thus, an analytical instrument can be viewed as a
communication device between the system under study and
the investigator. To retrieve the desired information from the
analyte, it is necessary to provide a stimulus, which is usu-
ally in the form of electromagnetic, electrical, mechanical, or
nuclear energy, as illustrated in Figure 1-1. The stimulus elic-
its a response from the system under study whose nature and
magnitude are governed by the fundamental laws of chemistry
and physics. The resulting information is contained in the phe-
nomena that result from the interaction of the stimulus with
the analyte. A familiar example is passing a narrow band of
wavelengths of visible light through a sample to measure the
extent of its absorption by the analyte. The intensity of the light
is determined before and after its interaction with the sample,
and the ratio of these intensities provides a measure of the ana-
lyte concentration.

Generally, instruments for chemical analysis comprise just
a few basic components, some of which are listed in Table 1-2.
To understand the relationships among these instrument com-
ponents and the flow of information from the characteristics
of the analyte through the components to the numerical or
graphical output produced by the instrument, it is instructive to
explore how the information of interest can be represented and
transformed.

Stimulus Response
Energy System Analytical
source under information

study

FIGURE 1-1 Block diagram showing the overall process of an
instrumental measurement.

'For a discussion of classical methods, see D. A. Skoog, D. M. West, F. J. Holler,
and S. R. Crouch, Fundamentals of Analytical Chemistry, 9th ed., Belmont, CA:
Brooks/Cole, 2014, Chaps. 1-17.
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1C-1 Data Domains

The measurement process is aided by a wide variety of devices
that convert information from one form to another. Before
investigating how instruments function, it is important to under-
stand how information can be encoded (represented) by physical
and chemical characteristics and particularly by electrical sig-
nals, such as current, voltage, and charge. The various modes of
encoding information are called data domains. A classification
scheme has been developed based on this concept that greatly
simplifies the analysis of instrumental systems and promotes
understanding of the measurement process.” As shown in the
data-domain map of Figure 1-2, data domains may be broadly
classified into nonelectrical domains and electrical domains.

1C-2 Nonelectrical Domains

The measurement process begins and ends in nonelectrical
domains. The physical and chemical information that is of inter-
est in a particular experiment resides in these data domains.
Among these characteristics are length, density, chemical com-
position, intensity of light, pressure, and others listed in the first
column of Table 1-1.

It is possible to make a measurement by having the infor-
mation reside entirely in nonelectrical domains. For instance,
the determination of the mass of an object using a mechan-
ical equal-arm balance involves a comparison of the mass of
the object, which is placed on one balance pan, with standard
masses placed on a second pan. The information representing
the mass of the object in standard units is encoded directly by
the experimenter, who provides information processing by sum-
ming the masses to arrive at a number. In certain other mechan-
ical balances, the gravitational force on a mass is amplified
mechanically by making one of the balance arms longer than the
other, thus increasing the resolution of the measurement.

The determination of the linear dimensions of an object
with a ruler and the measurement of the volume of a sample
of liquid with a graduated cylinder are other examples of mea-
surements carried out exclusively in nonelectrical domains.
Such measurements are often associated with classical analyt-
ical methods. The advent of inexpensive electronic signal pro-
cessors, sensitive transducers (see Section 1C-4), and readout
devices has led to the development of a host of electronic instru-
ments, which acquire information from nonelectrical domains,
process it in electrical domains, and finally present it in a non-
electrical way. Electronic devices process information and trans-
form it from one domain to another in ways analogous to the
multiplication of mass in mechanical balances with unequal
arms. Because these devices are available and capable of rapid

Tutorial: Learn more about data domains at

=== www.tinyurl.com/skoogpia7.

“C. G. Enke, Anal. Chem., 1971, 43, 69A, DOI: 10.1021/ac60296a764.



4 Chapter 1 Introduction <

TABLE 1-2 Some Examples of Instrument Components

Data Domain  Signal

Energy Source Analytical Information Input of Transduced Processor/
Instrument (stimulus) Information Sorter Transducer Information Readout
Photometer Tungsten lamp  Attenuated Filter Photodiode Electrical Amplifier,
light beam current digitizer,
LED display
Atomic Inductively UV orvisible =~ Monochromator Photomultiplier Electrical Amplifier,
emission coupled plasma radiation tube current digitizer,
spectrometer digital
display
Coulometer Direct-current Charge Cell potential Electrodes Time Amplifier,
source required to digital timer
reduce or

oxidize analyte

pH meter Sample/glass Hydrogenion  Glass electrode Glass-calomel  Electrical Amplifier,
electrode activity electrodes voltage digitizer,

digital
display

Mass Ion source Mass-to-charge Mass analyzer Electron Electrical Amplifier,

spectrometer ratio multiplier current digitizer,
computer
system

Gas Flame Ion Chromatographic Biased Electrical Electrometer,

chromatograph concentration  column electrodes current digitizer,

with flame vs. time computer

ionization system

Nonelectrical domains and sophisticated information processing, instruments that rely

exclusively on nonelectrical information transfer are rapidly
becoming obsolete. Nonetheless, the information we seek begins
in the properties of the analyte and ends in a number, both of
which are nonelectrical representations. The ultimate objective

Physical e in an analytical measurement is to obtain a final numerical result
and chemical > that is in some manner proportional to the sought-for chemical
or physical characteristic of the analyte.

domain

1C-3 Electrical Domains

The modes of encoding information as electrical quantities can
be subdivided into analog domains, time domains, and the digital
domain, as illustrated in the bottom half of the circular map in
Figure 1-2. Note that the digital domain is not only composed of
electrical signals but also includes one nonelectrical representa-
tion, because numbers presented on any type of display convey
digital information.

|

Electrical domains

FIGURE 1-2 Data-domain map. The upper (shaded) half of Any measurement process can be represented as a series of
the map consists of nonelectrical domains. The bottom half is interdomain conversions. For example, Figure 1-3 illustrates the

made up of electrical domains. Note that the digital domain measurement of the molecular fluorescence intensity of a sam-
spans both electrical and nonelectrical domains. ple of tonic water containing a trace of quinine and, in a general
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Optical Resistor Digital voltmeter
Laser Tonic water filter
(analyte) (a)
Information Source Fluorescence Electrical
— | . - intensity Voltage V Number
flow intensity current /
of analyte
(b)
Laws of Transducer Ohm’s Meter
Governed by ——— chemistry and transfer law transfer
physics function V=IR function
©

FIGURE 1-3 A block diagram of a fluorometer showing (a) a general diagram of the instrument,
(b) a diagrammatic representation of the flow of information through various data domains in the
instrument, and (c) the rules governing the data-domain transformations during the measurement process.

way, some of the data-domain conversions that are necessary
to arrive at a number related to the intensity. The intensity of
the fluorescence is significant in this context because it is pro-
portional to the concentration of the quinine in the tonic water,
which is ultimately the information that we desire. The informa-
tion begins in the solution of tonic water as the concentration of
quinine. This information is teased from the sample by applying
to it a stimulus in the form of electromagnetic energy from the
laser shown in Figure 1-3. The radiation interacts with the qui-
nine molecules in the tonic water to produce fluorescence emis-
sion in a region of the spectrum characteristic of quinine and of
a magnitude proportional to its concentration. Radiation that is
unrelated to the concentration of quinine is removed from the
beam of light by an optical filter, as shown in Figure 1-3. The
intensity of the fluorescence emission, which is nonelectrical
information, is encoded into an electrical signal by a special
type of device called an input transducer. The particular type
of transducer used in this experiment is a phototransducer, of
which there are numerous types, some of which are discussed in
Chapters 6 and 7. In this example, the input transducer converts
the fluorescence from the tonic water to an electrical current I,
proportional to the intensity of the radiation. The mathematical
relationship between the electrical output and the input radiant
power impinging on its surface is called the transfer function of
the transducer.

The current from the phototransducer is then passed
through a resistor R, which according to Ohm’s law produces a
voltage V that is proportional to I, which is in turn proportional
to the intensity of the fluorescence. Finally, V is measured by the
digital voltmeter to provide a readout proportional to the con-
centration of the quinine in the sample.

Voltmeters, alphanumeric displays, electric motors, com-
puter screens, and many other devices that serve to convert data
from electrical to nonelectrical domains are called output trans-
ducers. The digital voltmeter of the fluorometer of Figure 1-3is a
rather complex output transducer that converts the voltage V to
a number on a liquid-crystal display so that it may be read and
interpreted by the user of the instrument. We shall consider the
detailed nature of the digital voltmeter and various other electri-
cal circuits and signals in Chapters 2 through 4.

Analog-Domain Signals

Information in the analog domain is encoded as the magnitude
of one of the electrical quantities—voltage, current, charge, or
power. These quantities are continuous in both amplitude and
time, as shown by the typical analog signals of Figure 1-4. Mag-
nitudes of analog quantities can be measured continuously, or
they can be sampled at specific points in time dictated by the
needs of a particular experiment or instrumental method, as
discussed in Chapter 4. Although the data of Figure 1-4 are
recorded as a function of time, any variable such as wavelength,
magnetic field strength, or temperature may be the indepen-
dent variable under appropriate circumstances. The correlation
of two analog signals that result from corresponding measured
physical or chemical properties is important in a wide variety
of instrumental techniques, such as nuclear magnetic resonance
spectroscopy, infrared spectroscopy, and differential thermal
analysis.

Because electrical noise influences the magnitude of elec-
trical signals, analog signals are especially susceptible to elec-
trical noise that results from interactions within measurement
circuits or from other electrical devices in the vicinity of the
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Voltage (V)

Time

(a)

Current (1)

Time

(b)

FIGURE 1-4 Analog signals. (a) Instrument response from the photometric detection system of a flow injection
analysis experiment. A stream of reaction mixture contains plugs of red Fe(SCN)?>* from triplicate measurements
of five concentrations. The stream flows past a monochromatic light source and a phototransducer, which
produces a changing voltage as the sample concentration changes. (b) The current response of a photomultiplier
tube when the light from a pulsed source falls on the photocathode of the device.

measurement system. Such undesirable noise bears no rela-
tionship to the information of interest, and methods have been
developed to minimize the effects of this unwanted information.
Signals, noise, and the optimization of instrumental response
are discussed in Chapter 5.

Time-Domain Information

Information is stored in the time domain as the time relation-
ship of signal fluctuations, rather than as the amplitudes of the
signals. Figure 1-5 illustrates three different time-domain signals
recorded as a signal quantity versus time. The horizontal dashed
lines represent an arbitrary signal threshold that is used to
decide whether a signal is HI (above the threshold) or LO (below
the threshold). The time relationships between transitions of the
signal from HI to LO or from LO to HI contain the information
of interest. For instruments that produce periodic signals, the
number of cycles of the signal per unit time is the frequency and
the time required for each cycle is its period. Two examples of
instrumental systems that produce information encoded in the
frequency domain are Raman spectroscopy (Chapter 18) and
instrumental neutron activation analysis (Chapter 32). In these

Signal

Time ——>

(c)

FIGURE 1-5 Time-domain signals. The horizontal dashed lines
represent signal thresholds. When each signal is above the
threshold, the signal is HI, and when it is below the threshold,
the signal is LO.



methods, the frequency of arrival of photons at a detector is
directly related to the intensity of the emission from the analyte,
which is proportional to its concentration.

The time between successive LO to HI transitions is called
the period, and the time between a LO to HI and a HI to LO
transition is called the pulse width. Devices such as voltage-
to-frequency converters and frequency-to-voltage converters
may be used to convert time-domain signals to analog-domain
signals and vice versa. These and other such data-domain con-
verters are discussed in Chapters 2 through 4 as a part of our
treatment of electronic devices and will be referred to in other
contexts throughout this book.

Digital Information

Data are encoded in the digital domain in a two-level scheme.
The information can be represented by the state of a light-
bulb, a light-emitting diode, a toggle switch, or a logic-level
signal, to cite but a few examples. The characteristic that these
devices share is that each of them must be in one of only two
states. For example, lights and switches may be only ON or
OFF and logic-level signals may be only HI or LO. The defini-
tion of what constitutes ON and OFF for switches and lights is
understood, but in the case of electrical signals, as in the case of
time-domain signals, an arbitrary signal level must be defined
that distinguishes between HI and LO. Such a definition may
depend on the conditions of an experiment, or it may depend on
the characteristics of the electronic devices in use. For example,
the signal represented in Figure 1-5c¢ is a train of pulses from a
nuclear detector. The measurement task is to count the pulses
during a fixed period of time to obtain a measure of the intensity
of radiation. The dashed line represents a signal level that not
only is low enough to ensure that no pulses are lost but also is
sufficiently high to reject random fluctuations in the signal that
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are unrelated to the nuclear phenomena of interest. If the signal
crosses the threshold fourteen times, as in the case of the signal
in Figure 1-5¢, then we may be confident that fourteen nuclear
events occurred. After the events have been counted, the data
are encoded in the digital domain by HI-LO signals representing
the number 14. In Chapter 4 we explore the means for making
HI-LO electronic decisions and encoding the information in the
digital domain.

As shown by the data-domain map of Figure 1-2, the digital
domain spans both electrical and nonelectrical encoding meth-
ods. In the example just cited, the nuclear events are accumu-
lated by using an electronic counter and displayed on a digital
readout. When the experimenter reads and interprets the dis-
play, the number that represents the measured quantity is once
again in a nonelectrical domain. Each piece of HI-LO data that
represents a nuclear event is a bit (binary digit) of information,
which is the fundamental unit of information in the digital
domain. Bits of information that are transmitted along a single
electronic channel or wire may be counted by an observer or by
an electronic device that is monitoring the channel; such accu-
mulated data is termed count digital data, which appears in the
data-domain map of Figure 1-2. For example, the signal in Fig-
ure 1-5a might represent the number n = 8 because there are
eight complete pulses in the signal. Likewise, the signal in Figure
1-5b might correspond to n = 5, and that in Figure 1-5c could
represent n = 14. Although effective, this means of transmitting
information is not very efficient.

A far more efficient way to encode information is to use
binary numbers to represent numeric and alphabetic data. To see
how this type of encoding may be accomplished, let us consider
the signals in Figure 1-6. The count digital data of the signal in
Figure 1-6a represents the number n = 5, as before. We mon-
itor the signal and count the number of complete oscillations.

{41+

(a) Count HII:‘—————__ I
Lo |

Time interval 4

Binary HI T

(b) - ——————
|

(serial) LO l

Binary

© (parallel)

n=4+1=5

FIGURE 1-6 Diagram illustrating three types of digital data: (a) count serial data, (b) binary-coded
serial data, and (c) parallel binary data. In all three cases, the data represent the number n = 5.
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The process requires a period of time that is proportional to
the number of cycles of the signal, or in this case, five times the
length of a single time interval, as indicated in Figure 1-6. Note
that the time intervals are numbered consecutively beginning
with zero. In a binary encoding scheme, such as the one shown
for the signal in Figure 1-6b, we assign a numerical value to each
successive interval of time. For example, the zeroth time interval
represents 2° = 1, the first time interval represents 2' = 2, the
second time interval represents 2> = 4, and so forth, as shown
in Figure 1-6. During each time interval, we need to decide only
whether the signal is HI or LO. If the signal is HI during any
given time interval, then the value corresponding to that interval
is added to the total. All intervals that are LO contribute zero to
the total.

In Figure 1-6b, the signal is HI only in interval 0 and
interval 2, so the total value represented is (1 X 2°) +
(0 x 2') + (1 X 22) = 5. Thus, in the space of only three time
intervals, the number n = 5 has been represented. In the count
digital example in Figure 1-6a, five time intervals were required
to represent the same number. In this limited example, the
binary-coded serial data is nearly twice as efficient as the count
serial data. A more dramatic example may be seen in the count-
ing of n = 10 oscillations, similar to those of the signal in Figure
1-6a. In the same ten time intervals, ten HI-LO bits of informa-
tion in the serial binary coding scheme enable the representa-
tion of the binary numbers from 0 to 2'° — 1 = 1024 numbers,
or 0000000000 to 1111111111. The improvement in efficiency
is 1024/10, or about 100-fold. In other words, the count serial
scheme requires 1024 time intervals to represent the num-
ber 1024, but the binary coding scheme requires only ten time
intervals. As a result of the efficiency of binary coding schemes,
most digital information is encoded, transferred, processed, and
decoded in binary form.

Data represented by binary coding on a single transmission
line are called serial-coded binary data, or simply serial data.
A common example of serial data transmission is the computer
modem (modulator/demodulator), which is a device for trans-
mitting data over telephone or cable TV lines.

A still more efficient method for encoding data in the dig-
ital domain is seen in the signal of Figure 1-6¢. Here, we use
three lightbulbs to represent the three binary digits: 2° = 1,
2' = 2, and 2* = 4. However, we could use switches, wires,
light-emitting diodes, or any of a host of electronic devices to
encode the information. In this scheme, ON = 1 and OFF = 0
so that our number is encoded as shown in Figure 1-6 with the
first and third lights ON and the middle light OFF, which rep-
resents 4 + 0 + 1 = 5. This scheme is highly efficient because
all of the desired information is presented to us simultaneously,
just as all of the digits on the face of the digital voltmeter in
Figure 1-3 appear simultaneously. Data presented in this way are
referred to as parallel digital data. Data are transmitted within
analytical instruments and computers by parallel data trans-
mission. Because data usually travel relatively short distances
within these devices, it is economical and efficient to use parallel

information transfer. This economy of short distances is in con-
trast to the situation in which data must be transported over
long distances from instrument to instrument or from computer
to computer. In such instances, communication is carried out
serially by using modems or other more sophisticated or faster
serial data-transmission schemes. We will consider these ideas
in somewhat more detail in Chapter 4.

1C-4 Detectors, Transducers, and Sensors
The terms detector, transducer, and sensor are often used synon-
ymously, but in fact the terms have somewhat different mean-
ings. The most general of the three terms, detector, refers to a
mechanical, electrical, or chemical device that identifies, records,
or indicates a change in one of the variables in its environment,
such as pressure, temperature, electrical charge, electromagnetic
radiation, nuclear radiation, particulates, or molecules. This
term has become a catchall to the extent that entire instruments
are often referred to as detectors. In the context of instrumental
analysis, we shall use the term detector in the general sense in
which we have just defined it, and we shall use detection system
to refer to entire assemblies that indicate or record physical or
chemical quantities. An example is the ultraviolet (UV) detector
often used to indicate and record the presence of eluted analytes
in liquid chromatography.

The term transducer refers specifically to those devices that
convert information in nonelectrical domains to information in
electrical domains and the converse. Examples include photodi-
odes, photomultipliers, and other electronic photodetectors that
produce current or voltage proportional to the radiant power
of electromagnetic radiation that falls on their surfaces. Other
examples include thermistors, strain gauges, and Hall effect
(magnetic-field strength) transducers. As suggested previously,
the mathematical relationship between the electrical output and
the input radiant power, temperature, force, or magnetic field
strength is called the transfer function of the transducer.

The term sensor also has become rather broad, but in this
text we shall reserve the term for the class of analytical devices
that are capable of monitoring specific chemical species con-
tinuously and reversibly. There are numerous examples of sen-
sors throughout this text, including the glass electrode and
other ion-selective electrodes, which are treated in Chapter 23;
the Clark oxygen electrode, which is described in Chapter 25;
and fiber-optic sensors (optrodes), which appear in Chapter 7.
Sensors consist of a transducer coupled with a chemically selec-
tive recognition phase, as shown in Figure 1-7. So, for exam-
ple, optrodes consist of a phototransducer coupled with a fiber
optic that is coated on the end opposite the transducer with a
substance that responds specifically to a particular physical or
chemical characteristic of an analyte.

A sensor that is especially interesting and instructive
is made from a quartz crystal microbalance, or QCM. This
device is based on the piezoelectric characteristics of quartz.
When quartz is mechanically deformed, an electrical potential
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FIGURE 1-7 Chemical sensor. The sensor consists of a molecular recognition element and a
transducer. A wide variety of recognition elements are possible. Shown here are some fairly
selective recognition elements particularly useful with biosensors. The recognition phase converts
the information of interest into a detectable characteristic, such as another chemical, mass, light,
or heat. The transducer converts the characteristic into an electrical signal that can be measured.

difference develops across its surface. Furthermore, when a
voltage is impressed across the faces of a quartz crystal, the crys-
tal deforms. A crystal connected in an appropriate electrical cir-
cuit oscillates at a frequency that is characteristic of the mass and
shape of the crystal and that is amazingly constant as long as the
mass of the crystal is constant. This property of some crystal-
line materials is called the piezoelectric effect and forms the basis
for the QCM. Moreover, the characteristic constant frequency of
the quartz crystal is the basis for modern high-precision clocks,
time bases, counters, timers, and frequency meters, which in
turn have led to many highly accurate and precise analytical
instrumental systems.

If a quartz crystal is coated with a polymer that selectively
adsorbs certain molecules, the mass of the crystal increases if the
molecules are present, thus decreasing the resonant frequency of
the quartz crystal. When the molecules are desorbed from the
surface, the crystal returns to its original frequency. The rela-
tionship between the change in frequency of the crystal Af and
the change in mass of the crystal AM is given by

Cf*AM
Af= n

where M is the mass of the crystal, A is its surface area, fis the
frequency of oscillation of the crystal, and C is a proportionality
constant. This relationship indicates that it is possible to measure
very small changes in the mass of the crystal if the frequency of
the crystal can be measured precisely. As it turns out, it is possible
to measure frequency changes of 1 part in 107 quite easily with
inexpensive instrumentation. The limit of detection for a piezo-
electric sensor of this type is estimated to be about 1 pg, or 107"* g.
These sensors have been used to detect a variety of gas-phase
analytes, including formaldehyde, hydrogen chloride, hydrogen
sulfide, and benzene. They have also been proposed as sensors
for chemical warfare agents such as mustard gas and phosgene.

The piezoelectric mass sensor presents an excellent exam-
ple of a transducer converting a property of the analyte, mass
in this case, to a change in an electrical quantity, the resonant

frequency of the quartz crystal. This example also illustrates the
distinction between a transducer and a sensor. In the QCM, the
transducer is the quartz crystal and the selective second phase is
the polymeric coating. The combination of the transducer and
the selective phase constitute the sensor.

1C-5 Readout Devices

A readout device is a transducer that converts information from
an electrical domain to a form that is understandable by a human
observer. Usually, the transduced signal takes the form of the
alphanumeric or graphical output of a cathode-ray tube, a series of
numbers on a digital display, the position of a pointer on a meter
scale, or occasionally, the blackening of a photographic plate or a
tracing on a recorder paper. In some instances, the readout device
may be arranged to give the analyte concentration directly.

1C-6 Computers in Instruments

Most modern analytical instruments contain or are attached to
one or more sophisticated electronic devices and data-domain
converters, such as operational amplifiers, integrated circuits,
analog-to-digital and digital-to-analog converters, counters,
microprocessors, and computers. To appreciate the power and
limitations of such instruments, investigators need to develop at
least a qualitative understanding of how these devices function
and what they can do. Chapters 3 and 4 provide a brief treatment
of these important topics.

1D CALIBRATION OF INSTRUMENTAL
METHODS

A very important part of all analytical procedures is the calibra-
tion and standardization process. Calibration determines the
relationship between the analytical response and the analyte
concentration. Usually this is determined by the use of chemical
standards.
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Almost all analytical methods require some type of calibration
with chemical standards. Gravimetric methods and some coulo-
metric methods (Chapter 24) are among the few absolute methods
that do not rely on calibration with chemical standards. Several
types of calibration procedures are described in this section.

1D-1 Comparison with Standards
Two types of comparison methods are described here, the direct
comparison technique and the titration procedure.

Direct Comparison

Some analytical procedures involve comparing a property of
the analyte (or the product of a reaction with the analyte) with
standards such that the property being tested matches or nearly
matches that of the standard. For example, in early colorime-
ters, the color produced as the result of a chemical reaction of
the analyte was compared with the color produced by reaction
of standards. If the concentration of the standard was varied
by dilution, for example, it was possible to obtain a fairly exact
color match. The concentration of the analyte was then equal to
the concentration of the standard after dilution. Such a proce-
dure is called a null comparison or isomation method.’

Titrations

Titrations are among the most accurate of all analytical pro-
cedures. In a titration, the analyte reacts with a standardized
reagent (the titrant) in a reaction of known stoichiometry. Usu-
ally the amount of titrant is varied until chemical equivalence is
reached, as indicated by the color change of a chemical indicator
or by the change in an instrument response. The amount of the
standardized reagent needed to achieve chemical equivalence
can then be related to the amount of analyte present. The titra-
tion is thus a type of chemical comparison.*

1D-2 External-Standard Calibration

An external standard is prepared separately from the sample. By
contrast, an internal standard is added to the sample itself. Exter-
nal standards are used to calibrate instruments and procedures
when there are no interference effects from matrix components
in the analyte solution. A series of such external standards con-
taining the analyte in known concentrations is prepared. Ideally,
three or more such solutions are used in the calibration process.
However, in some routine analyses, two-point calibrations can
be reliable.

Calibration is accomplished by obtaining the response
signal (absorbance, emission intensity, electrode potential,
peak area) as a function of the known analyte concentration.

*See, for example, H. V. Malmstadt and J. D. Winefordner, Anal. Chim. Acta,
1959, 20, 283, DOI: 10.1016/0003-2670(59)80066-0; L. Ramaley and C. G. Enke,
Anal. Chem., 1965, 37,1073, DOI: 10.1021/ac60227a041.

“See D. A. Skoog, D. M. West, F. J. Holler, and S. R. Crouch, Fundamentals of
Analytical Chemistry, 9th ed., Belmont, CA: Brooks/Cole, 2014, Chaps. 13-17.

A calibration curve is prepared by plotting the data or by fitting
them to a suitable mathematical equation, such as the slope-
intercept form used in the method of linear least squares. The
next step is the prediction step, where the response signal is
obtained for the sample and used to predict the unknown analyte
concentration, c,, from the calibration curve or best-fit equation.
The concentration of the analyte in the original bulk sample
is then calculated from c, by applying the appropriate dilution
factors from the sample preparation steps.

The Least-Squares Method

A typical calibration curve is shown in Figure 1-8 for the deter-
mination of Ni(II) by reaction with excess thiocyanate to form
an absorbing complex [Ni(SCN)* . The absorbance of the com-
plex is measured for a series of Ni(II) standard solutions and
plotted as a function of Ni(II) concentration. The ordinate is the
dependent variable, absorbance, and the abscissa is the indepen-
dent variable, concentration of Ni(II). As is typical and usually
desirable, the plot approximates a straight line. Note, however,
that because of the indeterminate errors in the measurement
process, not all the data fall exactly on the line. Thus, the inves-
tigator must try to draw the “best” straight line among the data
points. Regression analysis provides the means for objectively
obtaining such a line and also for specifying the uncertainties
associated with its subsequent use. The uncertainties are related
to the residuals shown in Figure 1-8, which are a measure of
how far away from the best straight line the data points lie. The
method of least squares (see Appendix 1, Section alD) is often
applied to obtain the equation for the line.’

The method of least squares is based on two assumptions.
The first is that there is actually a linear relationship between the
measured response y and the standard analyte concentration x.
The mathematical relationship that describes this assumption is
called the regression model, which may be represented as

y=mx+b

where b is the y intercept (the value of y when x is zero) and m
is the slope of the line (see Figure 1-8). We also assume that any
deviation of the individual points from the straight line arises
from error in the measurement. That is, we assume there is no
error in the x values of the points (concentrations). Both of these
assumptions are appropriate for many analytical methods, but
bear in mind that whenever there is significant uncertainty in
the x data, basic linear least-squares analysis may not give the
best straight line. In such a case, a more complex correlation
analysis may be necessary. In addition, basic least-squares

Tutorial: Learn more about calibration at

www.tinyurl.com/skoogpia7.

°For a discussion of using spreadsheets in linear regression analysis, see S. R.
Crouch and F. J. Holler, Applications of Microsoft® Excel in Analytical Chemistry,
3rd ed., Belmont, CA: Cengage Learning, 2017, Chap. 4.
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FIGURE 1-8 Calibration curve for the determination of Ni(II) by formation of an absorbing
species. The absorbance of standards are shown as solid circles. The distance on the y-axis
between a data point and the predicted line is called a residual as shown in the inset. The

calibration curve is used in an inverse fashion to find the concentration of an unknown.

analysis may not be appropriate when the uncertainties in the y
values vary significantly with x. In this case, it may be necessary
to apply different weighting factors to the points and perform a
weighted least-squares analysis.5

In cases where the data do not fit a linear model, nonlinear
regression methods are available.” Some of these use polynomial
models or multiple regression procedures. There are even com-
puter programs that will find a model that describes a set of exper-
imental data from an internal or user-defined set of equations.

The slope m and intercept b of the linear least-squares line
are determined as in Equations al-34 and al-35 of Appendix 1.
For determining an unknown concentration c, from the least-
squares line, the value of the instrument response y, is obtained

®See P. R. Bevington and D. K. Robinson, Data Reduction and Error Analysis
for the Physical Sciences, 3rd ed., New York: McGraw-Hill, 2003; for an Excel
approach to weighted linear regression, see S. R. Crouch and F. J. Holler, Applica-
tions of Microsoft® Excel in Analytical Chemistry, 3rd ed., Belmont, CA: Cengage
Learning, 2017, pp. 331-337.

’]. L. Devore, Probability and Statistics for Engineering and the Sciences, 9th ed.,
Pacific Grove, CA: Duxbury Press at Brooks/Cole, 2016.

for the unknown, and the slope and intercept are used to cal-
culate the unknown concentration c, as shown in Equation 1-1.

Ye T b
& = m ( 1- 1)
The standard deviation in concentration s. can be found
from the standard error of the estimate s,, also called the standard

deviation about regression, as given in Equation 1-2,

s 1 1 (=)
sc=y\/++M (1-2)
m M N

m?S,.,

where M is the number of replicate results, N is the number of
points in the calibration curve (number of standards), y. is the
mean response for the unknown, and y is the mean value of y for
the calibration results. The quantity S,, is the sum of the squares
of the deviations of x values from the mean as given in Equation
al-31 of Appendix 1.

Errors in External-Standard Calibration
When external standards are used, it is assumed that the same
responses will be obtained when the same analyte concentration
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FIGURE 1-9 Effect of calibration curve uncertainty. The dashed lines show confidence limits
for concentrations determined from the regression line. Note that uncertainties increase at
the extremities of the plot. Usually, we estimate the uncertainty in analyte concentration
only from the standard deviation of the response. Calibration curve uncertainty can
significantly increase the uncertainty in analyte concentration from s, to s..

is present in the sample and in the standard. Thus, the calibra-
tion functional relationship between the response and the ana-
lyte concentration must apply to the sample as well. Usually, in
a determination, the raw response from the instrument is not
used. Instead, the raw analytical response is corrected by mea-
suring a blank. An ideal blank is identical to the sample but
without the analyte. In practice, with complex samples, it is too
time-consuming or impossible to prepare an ideal blank and a
compromise must be made. Most often a real blank is either a
solvent blank, containing the same solvent in which the sample is
dissolved, or a reagent blank, containing the solvent plus all the
reagents used in sample preparation.

Even with blank corrections, several factors can cause the
basic assumption of the external-standard method to break
down. Matrix effects, due to extraneous species in the sample
that are not present in the standards or blank, can cause the
same analyte concentrations in the sample and standards to
give different responses.® Differences in experimental variables
at the times at which blank, sample, and standard are mea-
sured can also invalidate the established calibration function.
Even when the basic assumption is valid, errors can still occur
because of contamination during the sampling or sample prepa-
ration steps.

%The matrix includes the analyte and other constituents, which are termed
concomitants.

Also, systematic errors can occur during the calibration
process. For example, if the standards are prepared incorrectly,
an error will occur. The accuracy with which the standards are
prepared depends on the accuracy of the gravimetric and volu-
metric techniques and equipment used. The chemical form of
the standards must be identical to that of the analyte in the sam-
ple; the state of oxidation, isomerization, or complexation of the
analyte can alter the response. Once prepared, the concentration
of the standards can change because of decomposition, volatil-
ization, or adsorption onto container walls. Contamination of
the standards can also result in higher analyte concentrations
than expected. A systematic error can occur if there is some bias
in the calibration model. For example, errors can occur if the
calibration function is obtained without using enough standards
to obtain good statistical estimates of the parameters.

Random errors can also influence the accuracy of results
obtained from calibration curves, as illustrated in Figure 1-9.
The uncertainty in the concentration of analyte s obtained
from a calibration curve is lowest when the response is close to
the mean value y. The point x, y represents the centroid of the
regression line. Note that measurements made near the center of
the curve will give less uncertainty in analyte concentration than
those made at the extremes.

Multivariate Calibration

The least-squares procedure just described is an example of a
univariate calibration procedure because only one response is



used per sample. The process of relating multiple instrument
responses to an analyte or a mixture of analytes is known as
multivariate calibration. Multivariate calibration methods’
have become quite popular in recent years as new instruments
become available that produce multidimensional responses
(absorbance of several samples at multiple wavelengths, mass
spectrum of chromatographically separated components, etc.).
Multivariate calibration methods are very powerful. They can be
used to simultaneously determine multiple components in mix-
tures and can provide redundancy in measurements to improve
precision because repeating a measurement N times provides
a VN improvement in the precision of the mean value (see
Appendix 1, Section alB-1). They can also be used to detect the
presence of interferences that would not be identified in a uni-
variate calibration.

1D-3 Standard-Addition Methods

Standard-addition methods are particularly useful for analyzing
complex samples in which the likelihood of matrix effects is sub-
stantial. A standard-addition method can take several forms."’
One of the most common forms involves adding one or more
increments of a standard solution to sample aliquots containing
identical volumes. This process is often called spiking the sample.
Each solution is then diluted to a fixed volume before measure-
ment. Note that when the amount of sample is limited, stan-
dard additions can be carried out by successive introductions of
increments of the standard to a single measured volume of the
unknown. Measurements are made on the original sample and on
the sample plus the standard after each addition. In most versions
of the standard-addition method, the sample matrix is nearly
identical after each addition, the only difference being the con-
centration of the analyte or, in cases involving the addition of an
excess of an analytical reagent, the concentration of the reagent.
All other constituents of the reaction mixture should be identical
because the standards are prepared in aliquots of the sample.

Assume that several aliquots V, of the unknown solution
with a concentration c, are transferred to volumetric flasks
having a volume V. To each of these flasks is added a variable
volume V of a standard solution of the analyte having a known
concentration c,. Suitable reagents are then added, and each
solution is diluted to volume. Instrumental measurements are
then made on each of these solutions and corrected for any
blank response to yield a net instrument response S. If the blank-
corrected instrument response is proportional to concentration,
as is assumed in the standard-addition method, we may write

kViee,  kVi.c,
= +
Vi Vi

S (1-3)

°For a more extensive discussion, see K. Varmuza and P. Filzmoser, Introduction
to Multivariate Statistical Analysis in Chemometrics, Boca Raton, FL: CRC Press,
2009; K. R. Beebe, R. J. Pell, and M. B. Seasholtz, Chemometrics: A Practical Guide,
New York: Wiley, 1998, Chap. 5; H. Martens and T. Naes, Multivariate Calibration,
New York: Wiley, 1989.

1%See M. Bader, J. Chem. Educ., 1980, 57, 703, DOIL: 10.1021/ed057p703.
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where k is a proportionality constant. A plot of S as a function of
V, is a straight line of the form

S=mV,+b
where the slope m and the intercept b are given by

Vi

m

and
kV.c,
b=——
Vi
Such a standard-addition plot is shown in Figure 1-10.

A least-squares analysis (Appendix 1, Section alD) can be
used to determine m and b; ¢, can then be obtained from the
ratio of these two quantities and the known values of ¢, V,, and
V.. Thus,

b kVi V. Vi,

m ke, V, Cs
or
be, (1-4)
C = -
' omV

X

The standard deviation in concentration can then be
obtained by first calculating the standard deviation in volume
sy and then using the relationship between volume and
concentration. The standard deviation in volume is found from
Equation 1-2 with a few alterations. Because we extrapolate the
calibration curve to the x-axis in the standard-addition method,
the value of y for the unknown is 0 and the 1/M term is absent.
Hence, the equation for sy becomes

S 1 0—7v)?
Sy iy e 2l

m \ N mS

XX

(1-5)

As shown by the dashed line of Figure 1-10, the difference
between the volume of the standard added at the origin (zero)
and the value of the volume at the intersection of the straight
line with the x-axis, or the x-intercept (V),, is the volume of
standard reagent equivalent to the amount of analyte in the sam-
ple. In addition, the x-intercept corresponds to zero instrument
response, so that we may write

kV, kV.c,
S = + =0 (1-6)
Vi Vi
By solving Equation 1-6 for c,, we obtain
(VS)OCS
= - 1-7
o v (1-7)

X

The standard deviation in concentration s, is then

CS
e

(1-8)
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FIGURE 1-10 Linear calibration plot for the method of standard additions. The concen-
tration of the unknown solution may be calculated from the slope m and the intercept
b, or it may be determined by extrapolation, as explained in the text.

Example 1-1 shows the uses of these quantities.

EXAMPLE 1-1

Ten-millimeter aliquots of a natural water sample were pipet-
ted into 50.00-mL volumetric flasks. Exactly 0.00, 5.00, 10.00,
15.00,and 20.00 mL of a standard solution containing 11.1 ppm
of Fe’ ™ were added to each, followed by an excess of thiocya-
nate ion to give the red complex Fe(SCN)**. After dilution to
volume, the instrument response S for each of the five solu-
tions, measured with a colorimeter, was found to be 0.240,
0.437, 0.621, 0.809, and 1.009, respectively. (a) What was the
concentration of Fe’* in the water sample? (b) Calculate the
standard deviation in the concentration of Fe’*.

)Solution

(3) In this problem, ¢, = 11.1 ppm, V, = 10.00 mL, and
V, = 50.00 mL. A plot of the data, shown in Figure 1-10,
demonstrates that there is a linear relationship between
the solution absorbance and the added amount of iron.

To obtain the equation for the line in Figure 1-10 (S =
mV, + b), we follow the procedure illustrated in Example
al-11 in Appendix 1. The result, shown in the spreadsheet in
Figure 1-11,ism = 0.0382and b = 0.2412 and thus

S = 0.0382V, + 0.2412
From Equation 1-4, or from the spreadsheet, we obtain

0.2412 X 11.1

¢ =———————=70lppmFe’"
*0.0382 X 10.00 PP

This value may be determined by graphical extrapola-
tion as the figure also illustrates. The extrapolated value
represents the volume of reagent corresponding to zero
instrument response (absorbance), which in this case

is —6.314 mL. The unknown concentration of the ana-
lyte in the original solution is then calculated from
Equation 1-7 as follows:

(V)ots _6.314mL X 11.1 ppm
STy, T 10.00 mL

X

= 7.01 ppm Fe**

The standard deviation in concentration can be obtained
from the standard deviation in the volume inter-
cept (Equation 1-5) and Equation 1-8 as shown in the
spreadsheet of Figure 1-11. The result is s, = 0.16 ppm.
Hence, the concentration of Fe in the unknown is
7.01 = 0.16 ppm.

(b)

In the interest of saving time or sample, it is possible to per-
form a standard-addition analysis by using only two increments
of sample. Here, a single addition of V, mL of standard would be
added to one of the two samples, and we can write

_ kVie,
1 ‘/t
kVc,

Vi

_ kVie,
Vi

_|_

2

where S and S, are the signals resulting from the diluted sample
and the diluted sample plus standard, respectively. Dividing the
second equation by the first gives, after rearranging,

SICsVs

Ce = 7 ~..
(SZ - Sl)Vx

The single-addition method is somewhat dangerous because
it presumes a linear relationship and provides no check of this
assumption. The multiple-addition method at least gives a check
on the linearity supposition.
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A I B [cT b

E | F G H [ J

15 |Concentration of unknown 7.01|ppm
16 |Error Analysis

Absorbance, A

17 |Standard errorin y 0.004858
18 |IN 5
19 | S« 250
20 |y bar 0.6232
21 [Standard deviation in volume 0.143011
22 |Standard deviation in ¢ 0.16

23 |Spreadsheet Documentation
24 |Cell B12=SLOPE(B5:B9,A5:A9)
25 [Cell B13=INTERCEPT(B5:B9,A5:A9)
26 [Cell B14=-B13/B12

27 |Cell B15=-B14*B2/B3

28 |Cell B17=STEYX(B5:B9,A5:A9)
29 |Cell B18=COUNT(B5:B9)

1 [Determination of Fe in Natural Water by Colorimetry with Multiple Additions

2 |Concentration of standard, ¢, 11.10|ppm ’ ’

3 |Volume of unknown used, V, 10.00| mL 1.2

4 |Volume of standard added Absorbance, A :
5) 0.00 0.240 L
6 5.00 0.437 y =0.0382x +0.2412 L
7 10.00 0.621 1.0 4 R?=0.9998 ]
8 15.00 0.809 i
9 20.00 1.009 L
10 L
11 |Regression Equation L
12 |Slope 0.0382 L
13 [Intercept 0.2412 L
14 |Volume intercept -6.31414

-10.00 -5.00 0.00 5.00 10.00 15.00 20.00 25.00

Volume of standard solution, mL —

30 |Cell B19=DEVSQ(A5:A9)

31 |Cell B20=AVERAGE(B5:B9)

32 [Cell B21=(B17/B12)*SQRT(1/B18+((0-B20)*2)/((B12"2)*B19))

33 |Cell B22=B21*B2/B3

FIGURE 1-11 Spreadsheet for standard-addition Example 1-1.

1D-4 The Internal-Standard Method

An internal standard is a substance that is added in a constant
amount to all samples, blanks, and calibration standards in an
analysis. Alternatively, it may be a major constituent of sam-
ples and standards that is present in a large enough amount
that its concentration can be assumed to be the same in all
cases. Calibration then involves plotting the ratio of the ana-
lyte signal to the internal-standard signal as a function of the
analyte concentration of the standards. This ratio for the sam-
ples is then used to obtain their analyte concentrations from a
calibration curve.

An internal standard, if properly chosen and used, can com-
pensate for several types of both random and systematic errors.
Thus, if the analyte and internal-standard signals respond pro-
portionally to random instrumental and method fluctuations,
the ratio of these signals is independent of such fluctuations. If
the two signals are influenced in the same way by matrix effects,
compensation of these effects also occurs. In those instances
where the internal standard is a major constituent of samples
and standards, compensation for errors that arise in sample
preparation, solution, and cleanup may also occur.

A major difficulty in applying the internal-standard
method is that of finding a suitable substance to serve as the
internal standard and of introducing that substance into both

samples and standards in a reproducible way. The internal stan-
dard should provide a signal that is similar to the analyte signal
in most ways but sufficiently different so that the two signals are
distinguishable by the instrument. The internal standard must
be known to be absent from the sample matrix so that the only
source of the standard is the added amount. For example, lith-
ium is a good internal standard for the determination of sodium
or potassium in blood serum because the chemical behavior of
lithium is similar to both analytes, but it does not occur natu-
rally in blood.

An example of the determination of sodium in blood by
flame spectrometry using lithium as an internal standard is
shown in Figure 1-12. The upper figure shows the normal cal-
ibration curve of sodium intensity versus sodium concentration
in ppm. Although a fairly linear plot is obtained, quite a bit of
scatter is observed. The lower plot shows the intensity ratio of
sodium to lithium plotted against the sodium concentration in
ppm. Note the improvement in the calibration curve when the
internal standard is used.

In the development of any new internal-standard method,
we must verify that changes in concentration of analyte do not
affect the signal intensity that results from the internal standard
and that the internal standard does not suppress or enhance the
analyte signal.
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A | B | ¢ | D | F | 6 | H | | | J | K
1 |Method of internal standards for flame spectrometry . . . . . . 1
2 |1000 ppm Li added as internal standard 12 i
& Na conc., ppm I'na Iy Ina/lLi
4 0.10 0.11 86| 0.001279 10 I
5 0.50 0.52 80| 0.0065 y =0.947x + 0422 "]
6 1.00 18 128] 0.014063 81 RT=09816 I
7 5.00 5.9 91| 0.064835 . 1
8 10.00 9.5 73] 0.130137 : 61 1
9 [Unknown 4.4 95| 0.046316 i
10 |Regression equation 41 i
11 |Slope 0.012975 2] i
12 |Intercept 0.000285 i
13 |Concentration of unknown 3.54759 062 ‘ ‘ ‘ ‘ i
14l Error analysis 0.00 2.00 4.00 6.00 8.00 10.00 |
15 |Standard error in y 0.000556 Na conc., ppm i
16 [N 5 ’ i
17 | Six 71.148 T T T T I I
18 |y bar (average ratio) 0.043363 I
19 |M 1 01 4 :
20 | Standard deviation in ¢ 0.046925 0.12 1 i
21 |Documentation y =0.013x + 0.0003 U
22 |Cell D4=B4/C4 011 R? = 0.9999 i
23 |Cell B11=SLOPE(D4:D8,A4:A8) = 0.08 1 1
24 |Cell B12=INTERCEPT(D4:D8,A4:A8) 3
25 |Cell B13=(D9-B12)/B11__ | < 0.06 i
26 [Cell B15=STEYX(D4:D8,A4:A8) 0.04 1
27 |Cell B16=COUNT(A4:A8) i
28 |Cell B17=DEVSQ(A4:A8) 0.02 1 I
29 |Cell B18=AVERAGE(D4:D8) 0 ‘ ‘ ‘ ‘ 1
30 |Cell B19=enter no. of replicates 0.00 2.00 4.00 6.00 8.00 1000 U
31 |Cell B20=B15/B11*SQRT(1/B19+1/B16+((D9-B18)"2)/((B11°2)*B17)) Na conc., ppm I
32 N 1
33 I I I I I I

FIGURE 1-12 Spreadsheet to illustrate the internal-standard method for the flame spectrometric determination of sodium.

1E  SELECTING AN ANALYTICAL
METHOD

Column 2 of Table 1-1 shows that today we have an enormous
array of tools for performing chemical analyses. There are so
many, in fact, that the choice among them is often difficult. In
this section, we briefly describe how such choices are made.

1E-1 Defining the Problem

To select an analytical method intelligently, it is essential to
define clearly the nature of the analytical problem. Such a defini-
tion requires answers to the following questions:

1. What accuracy is required?

2. How much sample is available?

3. What is the concentration range of the analyte?
4

. What components of the sample might cause
interference?
5. What are the physical and chemical properties of the
sample matrix?

6. How many samples are to be analyzed?
The answer to question 1 is of vital importance because it deter-

mines how much time and care will be needed for the analysis.
The answers to questions 2 and 3 determine how sensitive the

method must be and how wide a range of concentrations must
be accommodated. The answer to question 4 determines the
selectivity required of the method. The answers to question 5
are important because some analytical methods in Table 1-1 are
applicable to solutions (usually aqueous) of the analyte. Other
methods are more easily applied to gaseous samples, and still
other methods are suited to the direct analysis of solids.

The number of samples to be analyzed (question 6) is also
an important consideration from an economic standpoint. If
this number is large, considerable time and money can be spent
on instrumentation, method development, and calibration. Fur-
thermore, if the number is large, a method should be chosen
that requires the least operator time per sample. On the other
hand, if only a few samples are to be analyzed, a simpler but
more time-consuming method that requires little or no prelimi-
nary work is often the wiser choice.

With answers to these six questions, a method can then be
chosen, provided that the performance characteristics of the
various instruments shown in Table 1-1 are known.

1E-2 Performance Characteristics
of Instruments

Table 1-3 lists quantitative instrument performance crite-
ria that can be used to decide whether a given instrumen-
tal method is suitable for attacking an analytical problem.



TABLE 1-3 Numerical Criteria
for Selecting Analytical Methods

Criterion Figure of Merit

1. Precision Absolute standard deviation, relative
standard deviation, coefficient of
variation, variance

Absolute systematic error, relative
systematic error

Calibration sensitivity, analytical

2. Bias

3. Sensitivity

sensitivity
4. Detection Blank plus three times standard
limit deviation of the blank
5. Dynamic Concentration limit of quantitation
range (LOQ) to concentration limit of

linearity (LOL)

6. Selectivity Coefficient of selectivity

TABLE 1-4 Other Characteristics
to Be Considered in Method Choice

1. Speed

2. Ease and convenience

3. Skill required of operator

4. Cost and availability of equipment
5. Per-sample cost

These characteristics are expressed in numerical terms that are
called figures of merit. Figures of merit permit us to narrow the
choice of instruments for a given analytical problem to a rela-
tively few. Selection among these few can then be based on the
qualitative performance criteria listed in Table 1-4.

In this section, we define each of the six figures of merit
listed in Table 1-3. These figures are then used throughout the
remainder of the text in discussing various instruments and
instrumental methods.

Precision

As we show in Section alA-1, Appendix 1, the precision of ana-
lytical data is the degree of mutual agreement among data that
have been obtained in the same way. Precision provides a mea-
sure of the random, or indeterminate, error of an analysis. Fig-
ures of merit for precision include absolute standard deviation,
relative standard deviation, standard error of the mean, coefficient
of variation, and variance. These terms are defined in Table 1-5.

Bias

As shown in Section al A-2, Appendix 1, bias provides a measure
of the systematic, or determinate, error of an analytical method.
Bias A is defined by the equation

A=pu—r7 (1-9)

where u is the population mean for the concentration of an ana-
lyte in a sample and 7 is the true value.
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TABLE 1-5 Figures of Merit for
Precision of Analytical Methods

Terms Definition*

Absolute standard deviation, s

Relative standard
deviation (RSD)

Standard error of the mean, s,

Coefficient of variation (CV) CcV = 3w 100%
x

Variance s

*x; = numerical value of the ith measurement

N
2":‘
i=1

— i=
x = mean of N measurements =

Determining bias involves analyzing one or more standard
reference materials whose analyte concentration is known. Sources
of such materials are discussed in Section alA-2 of Appendix 1.
The results from such an analysis will, however, contain both ran-
dom and systematic errors; but if we repeat the measurements a
sufficient number of times, the mean value may be determined with
a given level of confidence. As shown in Section alB-1, Appendix
1, the mean of twenty or thirty replicate analyses can usually be
taken as a good estimate of the population mean u in Equation 1-9.
Any difference between this mean and the known analyte concen-
tration of the standard reference material can be attributed to bias.

If performing twenty replicate analyses on a standard is
impractical, the probable presence or absence of bias can be
evaluated as shown in Example al-10 in Appendix 1. Usually
in developing an analytical method, we attempt to identify the
source of bias and eliminate it or correct for it by the use of
blanks and by instrument calibration.

Sensitivity

There is general agreement that the sensitivity of an instrument
or a method is a measure of its ability to discriminate between
small differences in analyte concentration. Two factors limit sen-
sitivity: the slope of the calibration curve and the reproducibility
or precision of the measuring device. Of two methods that have
equal precision, the one that has the steeper calibration curve
will be the more sensitive. A corollary to this statement is that if
two methods have calibration curves with equal slopes, the one
that exhibits the better precision will be the more sensitive.

The quantitative definition of sensitivity that is accepted
by the International Union of Pure and Applied Chemis-
try (IUPAC) is calibration sensitivity, which is the slope of the
calibration curve at the concentration of interest. Most calibra-
tion curves that are used in analytical chemistry are linear and
may be represented by the equation

S =mc+ Sb] (1-10)
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where S is the measured signal, ¢ is the concentration of the
analyte, Sy, is the instrumental signal for a blank, and m is the
slope of the straight line. The quantity S,; is the y-intercept of
the straight line. With such curves, the calibration sensitivity is
independent of the concentration ¢ and is equal to m. The cali-
bration sensitivity as a figure of merit suffers from its failure to
take into account the precision of individual measurements.

Mandel and Stiehler'! recognized the need to include preci-
sion in a meaningful mathematical statement of sensitivity and
proposed the following definition for analytical sensitivity vy:

Y = m/sg (1-11)

Here, m is again the slope of the calibration curve, and s is the
standard deviation of the measurement.

The analytical sensitivity offers the advantage of being rela-
tively insensitive to amplification factors. For example, increas-
ing the gain of an instrument by a factor of five will produce a
fivefold increase in m. Ordinarily, however, this increase will be
accompanied by a corresponding increase in s, thus leaving the
analytical sensitivity more or less constant. A second advantage
of analytical sensitivity is that it is independent of the measure-
ment units for S.

A disadvantage of analytical sensitivity is that it is often con-
centration dependent because s; may vary with concentration.

Detection Limit

The most generally accepted qualitative definition of detection
limit is that it is the minimum concentration or mass of ana-
lyte that can be detected at a known confidence level. This limit
depends on the ratio of the magnitude of the analytical signal to
the size of the statistical fluctuations in the blank signal. That is,
unless the analytical signal is larger than the blank by some mul-
tiple k of the variation in the blank due to random errors, it is
impossible to detect the analytical signal with absolute certainty.
Thus, as the limit of detection is approached, the analytical sig-
nal and its standard deviation approach the blank signal Sy and
its standard deviation s,. The minimum distinguishable analyti-
cal signal S, is then taken as the sum of the mean blank signal Sy
plus a multiple k of the standard deviation of the blank. That is,

Sm = §bl + kal (1-12)

Experimentally, S,, can be determined by perform-
ing twenty to thirty blank measurements, preferably over an
extended period of time. The resulting data are then treated sta-
tistically to obtain Sy and sy Finally, the slope from Equation
1-10 is used to convert S, to c,,, which is defined as the detec-
tion limit. The detection limit is then given by

Sm — S

m

(1-13)

Cm —

1], Mandel and R. D. Stiehler, J. Res. Natl. Bur. Std., 1954, 53, 155, DOI: 10.6028/
jres.053.018.

As pointed out by Ingle,'? numerous alternatives, based
correctly or incorrectly on ¢ and z statistics (Section alB-2, Appen-
dix 1), have been used to determine a value for k in Equation 1-12.
Kaiser' argues that a reasonable value for the constant is k = 3.
He points out that it is wrong to assume a strictly normal distri-
bution of results from blank measurements and that when k = 3,
the confidence level of detection will be 95% in most cases. He
further argues that little is to be gained by using a larger value of k
and thus a greater confidence level. Long and Winefordner,'* in a
discussion of detection limits, also recommend the use of k = 3.

Calculation of these figures of merit are illustrated in
Example 1-2.

EXAMPLE 1-2

A least-squares analysis of calibration data for the determina-
tion of lead based on its flame emission spectrum yielded the
equation

S = 1.12¢p, + 0.312

where cpy, is the lead concentration in ppm and S is a measure
of the relative intensity of the lead emission line. The follow-
ing replicate data were then obtained:

Conc., No. of Mean Value
ppmPb  Replications of S s
10.0 10 11.62 0.15
1.00 10 1.12 0.025
0.000 24 0.0296 0.0082

Calculate (a) the calibration sensitivity, (b) the analytical sen-
sitivity at 1 and 10 ppm of Pb, and (c) the detection limit.

)Solution
(@) By definition, the calibration sensitivity is the slope
m = 1.12.

(b) At 10 ppm Pb,y = m/sg = 1.12/0.15 = 7.5.
At1ppm Pb, y = 1.12/0.025 = 45.

Note that the analytical sensitivity is quite concentra-
tion dependent. Because of this, it is not reported as
often as the calibration sensitivity.

(c) Applying Equation 1-12,
S =0.0296 + 3 X 0.0082 = 0.054
Substituting into Equation 1-13 gives

_0.054 — 0.0296

= 0.022 ppm Pb
€m 1.12 ppm

1. D. Ingle Jt., J. Chem. Educ., 1974, 51, 100, DOL 10.1021/ed051p100.

SH. Kaiser, Anal. Chem., 1970, 42, 24A, DOI: 10.1021/ac60284a721; H. Kaiser,
Anal. Chem., 1970, 42, 26A, DOI: 10.1021/ac60286a027.

"G. L. Long and J. D. Winefordner, Anal. Chem., 1983, 55, 712A, DOI: 10.1021/
ac00258a724.



Dynamic Range

Figure 1-13 illustrates the definition of the dynamic range of an
analytical method, which extends from the lowest concentra-
tion at which quantitative measurements can be made (limit of
quantitation, or LOQ) to the concentration at which the calibra-
tion curve departs from linearity by a specified amount (limit
of linearity, or LOL). Usually, a deviation of 5% from linearity
is considered the upper limit. Deviations from linearity are
common at high concentrations because of nonideal detector
responses or chemical effects. The lower limit of quantitative
measurements is generally taken to be equal to ten times the
standard deviation of repetitive measurements on a blank, or
10s,,;. At this point, the relative standard deviation is about 30%
and decreases rapidly as concentrations become larger.

To be very useful, an analytical method should have a
dynamic range of at least a few orders of magnitude. Some ana-
lytical techniques, such as absorption spectrophotometry, are
linear over only one to two orders of magnitude. Other meth-
ods, such as mass spectrometry and molecular fluorescence,
may exhibit linearity over four to five orders of magnitude.

Selectivity

Selectivity of an analytical method refers to the degree to which
the method is free from interference by other species contained
in the sample matrix. Unfortunately, no analytical method
is totally free from interference from other species, and fre-
quently steps must be taken to minimize the effects of these
interferences.

Consider, for example, a sample containing an analyte A as
well as potential interfering species B and C. If ¢, ¢y, and ¢ are
the concentrations of the three species and m,, mg, and m are
their calibration sensitivities, then the total instrument signal
will be given by a modified version of Equation 1-10. That is,

S = myc, + myey + mece + Sy (1-14)

LOQ
\
\

C

Instrument response

| Dynamic range ——>
l \
Concentration

FIGURE 1-13 Useful range of an analytical method. LOQ =
limit of quantitative measurement; LOL = limit of linear response.
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I
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|
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Let us now define the selectivity coefficient for A with respect to
B, kg, as

kB,A = mB/mA (1-15)

The selectivity coefficient then gives the response of the
method to species B relative to A. A similar coefficient for A
with respect to C is

kC,A = mc/mA (1-16)

Substituting these relationships into Equation 1-14 leads to

S = mA(CA + kB,ACB + kC,ACC) + Sbl (1-17)

Selectivity coefficients can range from zero (no inter-
ference) to values considerably greater than unity. Note that a
coefficient is negative when the interference causes a reduction
in the intensity of the output signal of the analyte. For example,
if the presence of interferent B causes a reduction in S in Equa-
tion 1-14, my will carry a negative sign, as will kg .

Selectivity coefficients are useful figures of merit for
describing the selectivity of analytical methods. Unfortunately,
they are not widely used except to characterize the performance
of ion-selective electrodes (Chapter 23). Example 1-3 illustrates
the use of selectivity coefficients when they are available.

EXAMPLE 1-3

The selectivity coefficient for an ion-selective electrode for K*
with respect to Na* is reported to be 0.052. Calculate the rel-
ative error in the determination of K* in a solution that has a
K* concentration of 3.00 X 10~ M if the Na* concentration
is (a) 2.00 X 1072 M; (b) 2.00 X 10> M; (c) 2.00 X 10~ * M.
Assume that Sy for a series of blanks was approximately zero.

)Solution
(a) Substituting into Equation 1-17 yields

S= mK*(CK+ + kNa*,K*CNa*) +0
S/mg- = 3.00 X 107> + 0.052 X 2.00 X 102
=404 X 107°
If Na™ were not present
S/my+ = 3.00 X 107°

The relative error in cg+ will be identical to the relative
error in S/my- (see Section alB-3, Appendix 1). Therefore,

404 X 1077 — 3.00 X 107°
“l 3.00 X 107
= 35%

Proceeding in the same way, we find

X 100%

(b) E.q = 3.5%

(©) E.=0.35%
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» QUESTIONS AND PROBLEMS

1-10

*Answers are provided at the end of the book for problems marked with an asterisk.

Problems with this icon are best solved using spreadsheets.

1-1
1-2
1-3
1-4
1-5
1-6

1-7
1-8
*1-9

1-11

What is a transducer in an analytical instrument?

What is the information processor in an instrument for measuring the color of a solution visually?
What is the detector in a spectrograph in which spectral lines are recorded photographically?
What is the transducer in a smoke detector?

What is a data domain?

Name electrical signals that are considered time-domain signals. How is the information encoded in a time-
domain signal?

List four input transducers and describe how they are used.
What is a figure of merit?

A 25.0-mL sample containing Cu** gave an instrument signal of 25.2 units (corrected for a blank).

When exactly 0.500 mL of 0.0275 M Cu(NOs), was added to the solution, the signal increased to

45.1 units. Calculate the molar concentration of Cu** assuming that the signal was directly proportional to
the analyte concentration.

The data in the following table were obtained during a colorimetric determination of glucose in blood
serum.

Glucose Absorbance,
Concentration, mM A
0.0 0.002
2.0 0.150
4.0 0.294
6.0 0.434
8.0 0.570
10.0 0.704

(@) Assuming a linear relationship, find the least-squares estimates of the slope and intercept.

(b) Use the LINEST function in Excel to find the standard deviations of the slope and intercept.'”” What is
the standard error of the estimate?

(c) Determine the 95% confidence intervals for the slope and intercept.

(d) A serum sample gave an absorbance of 0.350. Find the glucose concentration and its standard
deviation.

Exactly 5.00-mL aliquots of a solution containing phenobarbital were measured into 50.00-mL volumetric
flasks and made basic with KOH. The following volumes of a standard solution of phenobarbital containing
2.000 ug/mL of phenobarbital were then introduced into each flask and the mixture was diluted to volume:
0.000, 0.500, 1.00, 1.50, and 2.00 mL. The fluorescence of each of these solutions was measured with a
fluorometer, which gave values of 3.26, 4.80, 6.41, 8.02, and 9.56, respectively.

(a) Plot the data.

*(b) Using the plot from (a), calculate the concentration of phenobarbital in the unknown.

"*See S. R. Crouch and F. J. Holler, Applications of Microsoft® Excel in Analytical Chemistry, 3rd ed, Belmont, CA: Cengage Learning, 2017, Chap. 4.
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(9
*(d)
(e)

Derive a least-squares equation for the data.
Find the concentration of phenobarbital from the equation in (c).

Calculate a standard deviation for the concentration obtained in (d).

Challenge Problem

1-12 (a)

(b)

(©)

(d)
()

Use a search engine to find the IUPAC website and locate the Compendium of Chemical Terminology.
What year was the latest edition published? Who were the authors?

Find the definition of bias recommended in the Compendium. Does this definition and the symbology
differ from that in this chapter? Explain.

Find the definition of detection limit recommended in the Compendium. Does this definition and the
symbology differ from that in this chapter? Explain.

What are the differences between calibration sensitivity and analytical sensitivity?

The following calibration data were obtained by an instrumental method for the determination of spe-
cies X in aqueous solution.

Mean

Conc. X, No. Analytical Standard

ppm Replications Signal Deviation
0.00 25 0.031 0.0079
2.00 5 0.173 0.0094
6.00 5 0.422 0.0084
10.00 5 0.702 0.0084
14.00 5 0.956 0.0085
18.00 5 1.248 0.0110

(i) Calculate the calibration sensitivity.
(ii) Find the analytical sensitivity at each analyte concentration.
(iii) Find the coefficient of variation for the mean of each of the replicate sets.

(iv) What is the detection limit for the method?
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sectionONE

Measurement Basics

Our lives have been profoundly influenced by the
microelectronics revolution. It is not surprising that the field
of instrumental analysis has undergone a similar revolution.
The montage of computer and electronic components depicted
above is symbolic of both the nature and the pace of the
changes that are occurring. By the time you read these lines,
one or more of the components in this image will have been
supplanted by more sophisticated technology or will have
become obsolete.

hapter 1 laid the foundation for the study of

instrumental chemical analysis. In the four chapters

of Section I, the fundamental concepts of analog
electronics, digital electronics, computers, and data
manipulation are presented. These concepts are essential
to understanding how instrumental measurements are
accomplished. Chapter 2 provides a brief introduction to
the components and principles governing basic analog
direct-current and alternating-current circuits. Chapter 3
continues the investigation of analog electronics by present-

ing the principles and applications of operational amplifier

circuits. Digital electronics and the boundary between ana-

log and digital domains are explored in Chapter 4, as are
the nature of computers and their role in instrumental anal-
ysis. In Chapter 5, we complete the inquiry of measurement
fundamentals by examining the nature of signals and noise,
as well as hardware and software methods for increasing
the signal-to-noise ratio. In the Instrumental Analysis

in Action feature, we examine a recent development in

analytical laboratories, the paperless electronic laboratory.

Chapter 2

Electrical Components and Circuits

Chapter 3

Operational Amplifiers in
Chemical Instrumentation

Chapter 4

Digital Electronics and Computers

Chapter 5

Signals and Noise

Instrumental Analysis in Action—
The Electronic Analytical Laboratory

23



chapterTWO

Electrical Components
and Circuits

n Chapter 1, we introduced the concept of data

domains and pointed out that modern instruments

function by converting data from one domain
to another. Most of these conversions are between
electrical domains. To understand these conversions,
and thus how modern electronic instruments work,
some knowledge is required of basic direct-current
(dc) and alternating-current (ac) circuit components.
The purpose of this chapter is to survey these top-
ics in preparation for the two following chapters,
which deal with integrated circuits and computers in
instruments for chemical analysis. Armed with this
knowledge, you will understand and appreciate the
functions of the measurement systems and methods
discussed elsewhere in this text.

’T Throughout this chapter, this logo indicates an
=== opportunity for online self-study at www.tinyurl.com/
skoogpia7, linking you to interactive tutorials,
simulations, and exercises.
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2A  DIRECT-CURRENT CIRCUITS
AND MEASUREMENTS

In this section, we consider some basic dc circuits and how they
are used in making current, voltage, and resistance measure-
ments. A general definition of a circuit is a closed path that may
be followed by an electric current. We begin our discussion of cir-
cuits with a survey of four important laws of electricity. We adopt
here the positive current convention. That is, the direction of cur-
rent in an electrical circuit is from a point of positive potential
to a point of negative potential. In many electrical circuits, elec-
trons are the charge carriers, and the positive current convention
is opposite to the flow of electrons. However, in semiconductors
and ionic solutions, positively charged species can be the major
carriers. It is necessary, in any case, to adopt a consistent conven-
tion for the direction of current. The positive current convention
is nearly universally employed in science and engineering.

2A-1 Laws of Electricity

Ohm's Law

Ohm’s law describes the relationship among voltage, resistance,
and current in a resistive series circuit. In a series circuit, all
circuit elements are connected in sequence along a unique
path, head to tail, as are the battery and three resistors shown in
Figure 2-1. Ohm’s law can be written in the form

V=1IR (2-1)

where V is the potential difference in volts between two points
in a circuit, R is the resistance between the two points in ohms,
and [ is the resulting current in amperes.'

Kirchhoff’s Laws

Kirchhoff’s current law states that the algebraic sum of currents
at any point in a circuit is zero. This means that the sum of cur-
rents coming into a point in a circuit has to equal the sum of
the currents going out. Kirchhoff’s voltage law states that the
algebraic sum of the voltages around a closed conducting path,

"Throughout most of the text the symbol V denotes the electrical potential dif-
ference, or voltage, in circuits. In Chapters 22-25, however, the electrochemical
convention will be followed, in which electromotive force is designated as E.



or loop, is zero. This means that in a closed loop, the sum of
the voltage increases (rises) has to equal the sum of the voltage
decreases (drops). These laws are a result of the conservation of
energy in electrical circuits.

The applications of Kirchhoff’s and Ohm’s laws to basic dc
circuits are considered in Section 2A-2.

Power Law

The power P in watts dissipated in a resistive element is given by
the product of the current through the element in amperes and
the potential difference across the element in volts:

P=1V (2-2)

Substituting Ohm’s law gives

P=1R= VR (2-3)
2A-2 Direct-Current Circuits

In this section, we describe two types of basic dc circuits that
are used widely in electrical devices such as series resistive cir-
cuits and parallel resistive circuits. We will analyze the proper-
ties of these circuits using the laws described in the previous
section.

Series Circuits

Figure 2-1 shows a basic series circuit, which consists of a bat-
tery, a switch, and three resistors in series. Components are in
series if they have only one contact in common. When the switch
is closed, there is a current in the circuit. Applying Kirchhoff’s
current law to point D in this circuit gives

L-1L=0

Simulation: Learn more about Ohm’s law at
== www.tinyurl.com/skoogpia7

A
Switch\ 11T§R1 Vi=IR,
B =
12T§R2 Vy=IR,
+
C =
APt SR PN
[ ¥
D

I=I=hL=13=1,
V=Vi+V,+V;
R=R{+R,+R;

FIGURE 2-1 Resistors in series; a voltage divider. Elements
are in series if they have only one point in common. The cur-
rent in a series circuit is everywhere the same. In other words,
L=L=IL=I,.
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or
IL,=1

Note that the current out of point D must be opposite in sign
to the current into point D. Similarly, application of the law to
point C gives

L=1

Thus, the current is the same at all points in a series circuit; that
is, there is only one current I, given by

I=L,=L=L=1, (2-4)

Application of Kirchhoff’s voltage law to the circuit in Figure 2-1
yields

V-V,—V,-V,=0
or

V=V;+V,+V, (2-5)

Note that, beginning at the switch and proceeding counterclock-
wise around the loop, there is one voltage increase (V) and three
voltage decreases (V3, V5, and V). Note also that across a resis-
tive element there is a voltage drop in the direction of the current.

Substitution of Ohm’s law into Equation 2-5 gives

V =1IR, + R, + R, = IR, (2-6)

Equation 2-6 shows that the total resistance R of a series circuit
is equal to the sum of the resistances of the individual compo-
nents. That is, for the three resistors of Figure 2-1,

Ri=R +R, t R (2-7)

For n resistors in series, we can extend Equation 2-7 to read

Ri=R +R,+---+R,= DR (2-8)
i=1

The Voltage Divider
Resistors in series form a voltage divider in that a fraction of the

total voltage appears across each resistor. In Figure 2-1 if we apply
Ohm’s law to the part of the circuit from point B to A, we obtain

V, = IR, = IR, (2-9)

The fraction of the total voltage V that appears across R, is V,/V.
By dividing Equation 2-9 by Equation 2-6, we obtain
v, IR, R, R,

= = =— (2-10)
V. IR +R,+R) R +R,+R, R

In a similar way, we may also write

V, R

V. R,
and

Vi R
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Thus, the fraction of the total voltage that appears across a given
resistor is the resistance of that resistor divided by the total series
resistance R,. This is sometimes referred to as the voltage divider
theorem.

Voltage dividers are widely used in electrical circuits to
provide output voltages that are a fraction of an input voltage.
In this mode, they are called attenuators and the voltage is said
to be attenuated. As shown in Figure 2-2a, fixed series resistors
can provide voltages in fixed increments. In the switch position
shown, the voltage drop across two resistors (100 ) and 100 €2)
is the output voltage V. The fraction of the total voltage V,;
selected is 200 Q2/R,, or 200 /500 0 = 0.400. If V,; were 5.00 V,
for example, the voltage V would be 0.400 X 5.00 V = 2.00 V.
If resistors with accurately known resistances are used, the
selected fraction can be very accurate (within 1% or less).

A second type of voltage divider is shown in Figure 2-2b.
This type is called a potentiometer® and provides a voltage that
is continuously variable from 0.00 V to the full input voltage
V5. In most potentiometers, the resistance is linear—that is, the
resistance between one end, A, and any point, C, is directly pro-
portional to the length, AC, of that portion of the resistor. Then
R,c = kAC, where AC is expressed in convenient units of length
and k is a proportionality constant. Similarly, R,z = kAB. Com-
bining these relationships with Equation 2-10 yields

Vi _ AC
Vig AB
or
Vie=V, E (2-11)
AC ABAB

In commercial potentiometers, R,z is generally a wire-
wound resistor formed in a helical coil. A movable contact,
called a wiper, can be positioned anywhere between one end of
the helix and the other, allowing V, to be varied continuously
from zero to the input voltage V.

Parallel Circuits
Figure 2-3 depicts a parallel dc circuit. Applying Kirchhoff’s
current law to point A in this figure, we obtain

L+L+L—1=0

L=L+L+1L (2-12)
Tutorial: Learn more about dc circuits and voltage
dividers at www.tinyurl.com/skoogpia7

*The word potentiometer is also used in a different context as the name for
a complete instrument that uses a linear voltage divider for the accurate
measurement of voltages.

Vag = Switch
100 Q V=V, x 200 Q
0.2 Vyp 487 500 Q
100 Q
o
A
(a)
AC
Vic=V, —
AC= Vap X AB
Vac
o
(b)

FIGURE 2-2 Voltage dividers: (a) fixed attenuator type and
(b) continuously variable type (potentiometer).

A
_l L | L+l - Loo-

V=1 AT AT 13T§R3
:r +] L1 * Lot

FIGURE 2-3 Resistors in parallel. Parallel circuit elements have two
points in common. The voltage across each resistor is equal to V,
the battery voltage.

Applying Kirchhoff’s voltage law to this circuit gives three
independent equations. Thus, we may write, for the loop that
contains the battery and R,

V—-IR =0
V =1R,
For the loop containing V and R,,
V =1LR,
For the loop containing V and R;,
V = LR,



Note that the battery voltage V appears across all three resistors.

We could write additional equations for the loop contain-
ing R, and R, as well as the loop containing R, and R;. How-
ever, these equations are not independent of the three preceding
equations. Substitution of the three independent equations into
Equation 2-12 yields

|4 14 14 |4

=—+—+—
R, R, R

t
RP

where R,, is the resistance of the parallel set of resistors.
Dividing this equation by V, we obtain

1 11 1
= 4+ — 4 =
R, R R, R

(2-13)

Because the conductance G of a resistor R is given by G = 1/R,

we may then write for the three parallel resistors of Figure 2-3
G, =G + G, + G, (2-14)

For n resistors in parallel, we can extend Equations 2-13 and
2-14 to read

1 1 1 1 1 LN
— =ttt —= > (215
Rp Rl RZ R3 Rn i=14%
G,=G +G +G = >G (2-16)
i=1

Equation 2-16 shows that in a parallel circuit, in contrast to a
series circuit, it is the conductances G that are additive rather
than the resistances.

For the special case of two resistors in parallel, Equation
2-13 can be solved to give

RiR,

R =——— 2-17
P R +R, ( )

The parallel resistance is just the product of the two resistances
divided by the sum.

Current Splitters

Just as series resistances form a voltage divider, parallel resis-
tances create a current divider, or current splitter. The fraction of
the total current I, that is present in R in Figure 2-3 is

I, VIR, 1R G

I, VIR, 1R, G

P

or

R, G
L=1ho =L

2-18
Pt T (2-18)

An interesting special case occurs when two resistances, R, and
R,, form a parallel circuit. The fraction of the current in R, is
given by
G, UR, 1R R

/R, 1/R,+1/R, R, +R,

I
I G

p P
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Similarly,

L Ry

I, R +R,

In other words, for two parallel resistors, the fraction of the cur-
rent in one resistor is just the ratio of the resistance of the second
resistor to the sum of the resistances of the two resistors. The
equations for I}/I, and I,/I, are often called the current-splitting
equations.

An illustration of the calculations in series and parallel
circuits is given in Example 2-1.

EXAMPLE 2-1

For the accompanying circuit, calculate (a) the total resis-
tance, (b) the current drawn from the battery, (c) the current
in each of the resistors, and (d) the potential difference across
each of the resistors.

R,

A
AN
92.0Q
15V——-—T1 Rz§209 R3§4OQ
B
»Solution

R, and R; are parallel resistances. Thus, the resistance R, 3
between points A and B will be given by Equation 2-13. That is,

A v
R,y 200  400Q
or

Ry = 133Q

We can now reduce the original circuit to the following
equivalent circuit.

R,

A
A
9.0Q
15V = Rz.3§13.3§2
B

Here, we have the equivalent of two series resistances, and
R,=R, + Ry, =900+ 1330 =2230Q

From Ohms law, the current I is given by

I=15V/223Q = 0.67 A
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Employing Equation 2-8, the voltage V; across R, is
V=15V X 9.00/(9.00 + 133Q) =60V
Similarly, the voltage across resistors R, and R; is

V,=V,=V,; =15V X 13.30/2230Q
895V =90V

Note that the sum of the two voltages is 15V, as required by
Kirchhoft’s voltage law.
The current across R, is given by

I, =1=067A

The currents through R, and R; are found from Ohm’s law.
Thus,

L =90V/20Q = 045 A
L, =90V/40Q = 022 A

Note that the two currents add to give the net current, as
required by Kirchhoff’s current law.

2A-3 Direct Current, Voltage,
and Resistance Measurements

In this section, we consider (1) how current, voltage, and
resistance are measured in dc circuits and (2) the uncertainties
associated with such measurements.

Digital Voltmeters and Multimeters

Until about 30 years ago, dc electrical measurements were made
with a D’Arsonval moving-coil meter, which was invented more
than a century ago. Now such meters are largely obsolete, having
been replaced by the ubiquitous digital voltmeter (DVM) and
the digital multimeter (DMM).

A DVM usually consists of a single integrated circuit, a power
supply that is often a battery, and a liquid-crystal digital display.
The heart of the integrated circuit is an analog-to-digital converter

(a) (b)

(ADC), which converts the input analog signal to a number that is
proportional to the magnitude of the input voltage.” A discussion
of ADC:s is given in Section 4C-7. Modern commercial DVMs
can be small, are often inexpensive (less than $50), and generally
have input resistances as high as 10'° to 10 Q).

The DVM is also the heart of a DMM. The DMM can not
only measure voltages but has internal circuits that allow it to
measure currents and resistances as well. Figure 2-4 illustrates
how a DVM can be used to measure dc voltages, currents,
and resistances. In each schematic, the reading on the meter
display is Vy; and the internal resistance of the DVM is Ry,.
The configuration shown in Figure 2-4a is used to determine
the voltage V, of a voltage source that has an internal resistance
of R,. The voltage displayed by the meter V), may be somewhat
different from the true voltage of the source because of a loading
error, which is discussed in the section that follows. The input of
a DMM is usually a voltage divider, such as that shown in Figure
2-2a, to provide it with several operating ranges.

DMMs can also be used to measure various ranges of cur-
rent. The unknown current is passed through one of several
small standard resistances built into the meter. The voltage drop
across this resistance is then measured and is proportional to the
current. Figure 2-4b illustrates how an unknown current I, is
measured in a circuit consisting of a dc source and a load resis-
tance R;. The precision resistors Ry in the meter usually range
from 0.1 Q or less to several hundred ohms, thus giving various
current ranges. If, for example, Ry = 1.000 Q) and the DVM
reads 0.456 V, then the measured current is 0.456 A (456 mA).
By choosing the standard resistors to be even powers of ten and
arranging circuitry to move the display decimal point to match
the resistor, the DMM reads the current directly.

Figure 2-4c demonstrates how an unknown resistance R,
is determined with a modern DMM. For this application, the
meter is equipped with a dc source that produces a constant
current I that is directed through the unknown resistance R,.

*An analog signal varies continuously with time and can assume any value within
a certain range.

Ry = standard

d I 4 = standard
resistor

constant current
() source

FIGURE 2-4 Uses of a DVM. (a) Measurement of the output V, of a voltage source. (b) Measurement of current I, through a load
resistor R. (c) Measurement of resistance R, of a resistive circuit element.



The DVM indicates the voltage drop across R, when the current
Iq is passed through the resistor. For example, if the standard
current is 0.0100 A, then a DVM reading of 0.945 V yields a
measured resistance of 0.945 V/0.0100 A = 94.5 (). Once again,
we just move the decimal point to obtain a direct readout of
resistance.

Complete DMMs with current, voltage, and resistance
capabilities are available for $30 or less. More sophisticated units
with features such as autoranging, semiconductor testing, and ac
capabilities can be purchased for less than $100.

Loading Errors in Voltage Measurements

When a meter is used to measure voltage, the presence of the
meter tends to perturb the circuit in such a way that a load-
ing error is introduced. This situation is not unique to volt-
age measurements. In fact, it is an example of a fundamental
limitation to any physical measurement. That is, the process
of measurement inevitably disturbs the system of interest
so that the quantity actually measured differs from its value
prior to the measurement. Although this type of error can
never be completely eliminated, it can often be reduced to
insignificant levels.

The magnitude of the loading error in voltage measurements
depends on the ratio of the internal resistance of the meter to
the resistance of the circuit under consideration. The percentage
relative loading error E, associated with the measured voltage
Vy in Figure 2-4a is given by

Vu — V.

——= X 100%
V,

E =
where V., is the true voltage of the source. Applying Equation
2-11 for a voltage divider, we can write

R
Y=Vl tE)
Ry + R,

When we substitute this equation into the previous one and
rearrange the result, we obtain

R,
X 100%

E=—-—"—
Ry + R,

T

(2-19)

TABLE 2-1 Effect of Meter Resistance on the Accuracy
of Voltage Measurements (see Figure 2-4a)

Meter Resistance Relative
Resistance of Source Error
Ry, () R, Q) %
10 20 0.50 —67
50 20 2.5 —29
500 20 25 —3.8
1.0 x 10° 20 50 —2.0
1.0 x 10* 20 500 —0.20

2 2A Direct-Current Circuits and Measurements 29

Equation 2-19 shows that the relative loading error
becomes smaller as the meter resistance Ry; becomes larger rel-
ative to the source resistance R,. Table 2-1 illustrates this effect.
Today’s DMMs offer the great advantage of having very high
internal resistances of 10°® to 10'* (), and thus, loading errors are
usually avoided except in circuits having resistances of greater
than about 10° ). Often it is the input voltage divider to the
DMM that determines the effective input resistance and not
the inherent resistance of the meter. An important example of
a loading error can occur in the measurement of the voltage of
glass pH electrodes, which have resistances of 10° to 10° Q) or
greater. Instruments such as pH meters and plon meters must
have very high resistance inputs to guard against loading errors
of this kind.

Loading Errors in Current Measurements

As shown in Figure 2-4b, in making a current measurement, a
small, high-precision standard resistor with a resistance Ry is
introduced into the circuit. In the absence of this resistance, the
current in the circuit would be I = V/R,. With resistor Ry in
place, it would be I; = V/(R; + Ryg). Thus, the loading error
is given by

Iy — I,
E =2 X 100%
v v
R + R, R

v

Ry

This equation simplifies to

R
E =— — % 100%

= — (2-20)
RL + Rstd

Table 2-2 reveals that the loading error in current mea-

surements becomes smaller as the ratio of Ry, to R becomes
smaller.

Simulation: Learn more about DMM:s and loading at
——=— www.tinyurl.com/skoogpia7

TABLE 2-2 Effect of Resistance of Standard
Resistor Ry on Accuracy of Current
Measurement (see Figure 2-4b)

Circuit Standard Relative
Resistance Resistance Error
R, Q) Ry O R 4/R;, %
1.0 1.0 1.0 —50
10 1.0 0.10 —9.1
100 1.0 0.010 —0.99
1000 1.0 0.0010 —0.10
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2B ALTERNATING CURRENT CIRCUITS

The electrical outputs from transducers of analytical signals
often fluctuate periodically or can be made to undergo such
fluctuations. These changing signals can be represented (as in
Figure 2-5) by a plot of the instantaneous current or voltage as a
function of time.

The period t, for the signal is the time required for the com-
pletion of one cycle. The reciprocal of the period is the frequency
fof the signal. That is,

=1, (2-21)

The unit of frequency is the hertz (Hz), which is defined as one
cycle per second.

2B-1 Sinusoidal Signals

The sinusoidal wave (Figure 2-5, curve A) is the most frequently
encountered type of periodic electrical signal. A common exam-
ple is the current produced by rotation of a coil in a magnetic
field (as in an electrical generator). Thus, if the instantaneous
current or voltage produced by a generator is plotted as a func-
tion of time, a sine wave results.

A pure sine wave is conveniently represented as a vector of
length I, (or V), which is rotating counterclockwise at a con-
stant angular velocity w. The relationship between the vector
representation and the sine wave plot is shown in Figure 2-6a.
The vector rotates at a rate of 277 radians in the period t,. The
angular frequency is thus given by

w=""=2af

b

(2-22)

Simulation: Learn more about sinusoidal waveforms
at www.tinyurl.com/skoogpia7

T

Current or potential

Time

FIGURE 2-5 Examples of periodic signals: (A) sinusoidal,
(B) square wave, (C) ramp, and (D) sawtooth.

If the vector quantity is current or voltage, the instantaneous
current i or instantaneous voltage v at time t is given by (see
Figure 2-6b)*

i = I,sin wt = I, sin 2mft (2-23)

or, alternatively,

v = V,sinwt = V, sin 27ft (2-24)

where I, and V,, the maximum, or peak, current and voltage, are
called the amplitude, A, of the sine wave.

Figure 2-7 shows two sine waves that have different ampli-
tudes. The two waves are also out of phase by 90°, or 77/2 radians.
The phase difference is called the phase angle and arises when
one vector leads or lags a second by this amount. A more gener-
alized equation for a sine wave is then

i = I, sin(lot + ¢) = I, sinQ2mft + ) (2-25)

where ¢ is the phase angle relative to a reference sine wave. An
analogous equation can be written in terms of voltage:

v =V, sin(wt + ¢) = V, sinQ7ft + ¢) (2-26)

The current or voltage associated with a sinusoidal cur-
rent can be expressed in several ways. The simplest is the peak
amplitude I, (or V), which is the maximum instantaneous cur-
rent or voltage during a cycle; the peak-to-peak value, which is
21, or 2V, is also used. An alternating current expressed as the
root-mean-square, or rms, value produces the same heating in a
resistor as a direct current of the same magnitude. Thus, the rms
current is important in power calculations (Equations 2-2 and
2-3). The rms current is given by
Iy
o = 07071,

(2-27)

2B-2 Reactance in Electrical Circuits

When the current in an electrical circuit is increased or
decreased, energy is required to change the electric and mag-
netic fields associated with the flow of charge. For example, if
the circuit contains a coil of copper wire, or an inductor, the
coil resists the change in the current as energy is stored in the
magnetic field of the inductor. As the current is reversed, the
energy is returned to the ac source. As the second half of the
cycle is completed, energy is once again stored in a magnetic
field of the opposite sense. In a similar way, a capacitor in an
ac circuit resists changes in voltage. The resistance of induc-
tors to changes in current and the resistance of capacitors to
changes in voltage is called reactance. As we shall see, reac-
tances in an ac circuit introduce phase shifts in the ac signal.

“It is useful to symbolize the instantaneous value of time-varying current, voltage,
or charge with the lowercase letters i, v, and g, respectively. On the other hand,
capital letters are used for steady current, voltage, or charge or for a specifically
defined variable quantity such as a peak voltage and current, that is, V, and I,.
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3r/2

2n

3r/2
Sine wave

(a)

i =1I,sin ot = I sin 27ft

(b)

FIGURE 2-6 Relationship between a sine wave of period t, and amplitude I, and a corresponding
vector of length I, rotating at an angular velocity = 27f radians/second or a frequency of f Hz.

NS —) W

iorv

Time

FIGURE 2-7 Sine waves with different amplitudes (I, or V) and with a phase

difference of 90°, or 7/2 radians.

The two types of reactance that characterize capacitors and
inductors are capacitive reactance and inductive reactance,
respectively.

Both capacitive reactance and inductive reactance are
frequency-dependent quantities. At low frequency when the
rate of change in current is low, the effects of inductive reac-
tance in most of the components of a circuit are sufficiently
small to be neglected. With rapid changes, on the other hand,
circuit elements such as switches, junctions, and resistors
may exhibit inductive reactance. Capacitive reactance, on the
other hand, is largest at low frequencies and decreases with
increasing frequency. Reactance effects may be undesirable

and a result of capacitance and inductance inherent in com-
ponents. Attempts are made to minimize reactance in such
circumstances.

Capacitance and inductance are often deliberately intro-
duced into circuits by using components called capacitors and
inductors. These devices play important roles in such useful
functions as converting ac to dc or the converse, discriminating
among signals of different frequencies, separating ac and dc sig-
nals, and differentiating or integrating signals.

In the sections that follow, only the properties of capaci-
tors are considered because most modern electronic circuits are
based on these devices rather than on inductors.
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2B-3 Capacitors and Capacitance:
Series RC Circuits

A typical capacitor consists of a pair of conductors separated
by a thin layer of a dielectric substance—that is, by an electrical
insulator that contains essentially no mobile, current-carrying,
charged species. The simplest capacitor consists of two sheets
of metal foil separated by a thin film of a dielectric such as air,
oil, plastic, mica, paper, ceramic, or metal oxide. Except for air
and mica capacitors, the two layers of foil and the insulator are
usually folded or rolled into a compact package and sealed to
prevent atmospheric deterioration.

To describe the properties of a capacitor, consider the series
RC circuit shown in Figure 2-8a, which contains a battery V;, a
resistor R, and a capacitor C, in series. The capacitor is symbol-
ized by a pair of parallel lines of equal length.

When the switch S is moved from position 2 to position 1,
electrons flow from the negative terminal of the battery through
the resistor R into the lower conductor, or plate, of the capacitor.
Simultaneously, electrons are repelled from the upper plate and
flow toward the positive terminal of the battery. This movement
constitutes a momentary current, which quickly decays to zero
as the potential difference builds up across the plates of the
capacitor and eventually reaches the battery voltage V;. When
the current decays to zero, the capacitor is said to be charged.

If the switch is then moved from position 1 to position 2,
electrons will flow from the negatively charged lower plate of
the capacitor through the resistor R to the positive upper plate.
Again, this movement constitutes a current that decays to zero
as the potential difference between the two plates disappears;
here, the capacitor is said to be discharged.

A useful property of a capacitor is its ability to store an
electrical charge for a period of time and then to give up the
stored charge when needed. Thus, if S in Figure 2-8a is first
held at position 1 until C is charged and is then moved to a
position between 1 and 2, the capacitor will maintain its charge

Tutorial: Learn more about RC circuits at
== www.tinyurl.com/skoogpia7

—
e
(3]
a
- —10rv—> +

for an extended period. When § is moved to position 2, dis-
charge occurs the same way it would if the change from 1 to 2
had been rapid.

The quantity of electricity Q required to fully charge a
capacitor depends on the area of the plates, their shape, the spac-
ing between them, and the dielectric constant for the material
that separates them. In addition, the charge Q is directly propor-
tional to the applied voltage. That is,

Q=CV (2-28)

When V is the applied voltage (volts) and Q is the quantity of
charge (coulombs), the proportionality constant C is the capac-
itance of a capacitor in farads (F). A one-farad capacitor, then,
stores one coulomb of charge per applied volt. Most of the
capacitors used in electronic circuitry have capacitances in the
microfarad (107° F) to picofarad (107'* F) ranges.

Capacitance is important in ac circuits, particularly because

a voltage that varies with time gives rise to a time-varying
charge—that is, a current. This behavior can be understood by
differentiating Equation 2-28 to give

dq dve

—=C— 2-29

dt dt (2-29)
By definition, the current i is the time rate of change of charge;
that is, dq/dt = i. Thus,

i=Cc—*

gt (2-30)

It is important to note that the current in a capacitor is zero
when the voltage is time independent—that is, when the voltage
across the capacitor is constant. Furthermore, note that a very large
current is required to make a rapid change in the voltage across a
capacitor. This result imposes a significant limitation on certain
electroanalytical methods of analysis, as discussed in Chapter 25.

Rate of Current Change in an RC Circuit

The rate at which a capacitor is charged or discharged is finite.
Consider, for example, the circuit shown in Figure 2-8a. From
Kirchhoff’s voltage law, we know that at any instant after the

(a)

Ve
o
Ve
=N
8 i and vy
iand vg |
I \
0
Time, t —— Time, t ——
(b) (©)

FIGURE 2-8 (a) A series RC circuit. Time response of circuit when switch S is (b) in position 1

and (c) in position 2.



switch is moved to position 1, the sum of the voltages across
C(vc) and R(vg) must equal the input voltage V;. Thus,

V.= ve + v (2-31)

Because V; is constant, the increase in v that accompanies the
charging of the capacitor must be exactly offset by a decrease in vy.

Substitution of Equations 2-1 and 2-28 into this equation
gives, after rearrangement,

V=L

it (2-32)

To determine how the current in an RC circuit changes as a
function of time, we differentiate Equation 2-32 with respect to
time, remembering that V; is constant. Thus,

dv, dqldt di
—0=——+

7 C R pm (2-33)

Here, again, we have used lowercase letters to represent instant-
aneous charge and current.

As noted earlier, dg/dt = i. Substituting this expression
into Equation 2-33 yields, after rearrangement,

di_dr
i RC
Integration between the limits of the initial current I, ; and i
gives
" di ‘dt
== —J — (2-34)
Iy b oRC
and
i = Lyee "¢ (2-35)

This equation shows that the current in the RC circuit decays
exponentially with time.

Rate of Voltage Change in an RC Circuit
To obtain an expression for the instantaneous voltage across
the resistor vy, we use Ohm’s law to substitute i = vx/R and

L, = Vi/Rinto Equation 2-35 and rearrange to obtain

vg = Vie VRC (2-36)

Substitution of this expression into Equation 2-31 yields, after
rearrangement, an expression for the instantaneous voltage
across the capacitor v

ve = V(1 — e)

(2-37)
Note that the product RC that appears in the last three

equations has the units of time, because R = vp/iand C = q/v,,

v
rRc="2x 1
1 Ve

and

volts % coulombs
coulombs/second volt

= seconds
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The product RC is called the time constant for the circuit
and is a measure of the time required for a capacitor to charge
or discharge. This dependence of the charging time on RC
can be rationalized from the form of Equation 2-37. Because
the ratio —#/RC is the exponent in this equation, RC deter-
mines the rate of exponential change of the voltage across the
capacitor.

Example 2-2 illustrates the use of the equations that were
just derived.

EXAMPLE 2-2

Values for the components in Figure 2-8a are V; = 10.0V,
R = 1000 Q, C = 1.00 pF or 1.00 X 10~ F. Calculate (a) the
time constant for the circuit and (b) i, v, and v after two time
constants (¢t = 2RC) have elapsed.

DSolution

(@) Time constant = RC = 1000 X 1.00 X 10~° =
1.00 X 107 s or 1.00 ms.

(b) Substituting Ohm’s law, I,;, = Vi/R,and t = 2.00 ms
into Equation 2-35 reveals

\4 10.0 e*Z‘OO/LOO

_ Y —tRC _

R 1000
= 1.35 X 10 °A or 13.5mA

We find from Equation 2-36 that
v = 10.0 ¢ 20100 = ] 35

And by substituting into Equation 2-31, we find that

ve =V, — vz = 10.00 — 1.35

10.0(1 — e 291 = 865V

Phase Relations between Current

and Voltage in an RC Circuit

Figure 2-8b shows the changes in i, v, and v that occur during
the charging cycle of an RC circuit. These plots are presented in
arbitrary units because the shape of the curves is independent of
the time constant of the circuit. Note that v and i assume their
maximum values the instant the switch in Figure 2-8a is moved
to position 1. At the same instant, on the other hand, the voltage
across the capacitor increases rapidly from zero and ultimately
approaches a constant value. For practical purposes, a capacitor
is considered to be fully charged after five time constants (5RC)
have elapsed. At this point, the current has decayed to less than
1% of its initial value (e *F“/R¢ = ¢7° = 0.0067 =~ 0.01).

When the switch in Figure 2-8a is moved to position 2,
the battery is removed from the circuit and the capacitor
becomes a source of current. The flow of charge, however, will
be in the opposite direction from what it was during charging.
Thus,

dql/dt = —i
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i =1, sin 27ft

ve="VYp sin (27ft —90)

iorv,
o

ST

FIGURE 2-9 Sinusoidal current i and voltage v, signals for a capacitor.

If it was fully charged, the initial capacitor voltage is that of the
battery. That is,

Ve=V;

Using these equations and proceeding as in the earlier deriva-
tion, we find that for the discharge cycle

v
i=— —etke (2-38)
R
vg = — Ve RC (2-39)
and because V; = 0 = v + v, (Equation 2-31)
ve = Ve 'RC (2-40)

Figure 2-8c shows how i, v, and v change with time.

It is important to note that in each cycle the change in volt-
age across the capacitor is out of phase with and lags behind that
of the current and the voltage across the resistor.

2B-4 Response of Series RC Circuits
to Sinusoidal Inputs

In the sections that follow, we investigate the response of series
RC circuits to a sinusoidal ac voltage signal. The input signal v, is
described by Equation 2-24; that is,

vy = V, sinwt = V, sin 27ft (2-41)

Phase Changes in Capacitive Circuits

If the switch and battery in the RC circuit shown in Figure 2-8a
are replaced with a sinusoidal ac source, the capacitor contin-
uously stores and releases charge, thus causing a current that
alternates in direction and changes continuously. A phase dif-
ference ¢ between the current and voltage is introduced as a
consequence of the finite time required to charge and discharge
the capacitor (see Figure 2-8b and c).

We may determine the magnitude of the phase shift by con-
sidering a capacitor in an ideal circuit that has no resistance. We
first combine Equations 2-23 and 2-30 to give, after rearrangement,

dVC
CZ = I, sin 2mft (2-42)

At time t = 0, v = 0. Thus, if we rearrange this equation and
integrate between times 0 and ¢, we obtain

I, J‘ J I, ( )
Ve = — | sin2wftdt = ——=(—cos27ft
ccl, f 27fC f
But from trigonometry, —cos x = sin(x — 90). Therefore, we
may write

I

e 2xfC

sin (2mft — 90) (2-43)

By comparing Equation 2-43 with Equation 2-26, we see that
1,/(2mfC) = V,; therefore, Equation 2-43 can be written in the
form

ve = V,sin (2mft — 90) (2-44)

The instantaneous current, however, is given by Equation 2-23.
That is,

i = I, sin 2mft

When we compare the last two equations, we find that the
voltage across a pure capacitor that results from a sinusoidal input
signal is sinusoidal but lags the current by 90° (see Figure 2-9).
As we show later, this lag is smaller than 90° in a real circuit that
also contains resistance.

Capacitive Reactance

Like a resistor, a capacitor during charging impedes the flow of
charge, which results in a continuous decrease in the magni-
tude of the current. This effect results from the limited capacity
of the device to hold charge at a given voltage, as given by the
expression Q = CV. In contrast to a resistor, however, charging
a capacitor does not create a permanent loss of energy as heat.
Here, the energy stored in the charging process is released to the
system during discharge.

Ohm’s law can be applied to capacitive ac circuits and takes
the form

V, = LX¢ (2-45)



where X is the capacitive reactance, a property of a capacitor
that is analogous to the resistance of a resistor. A comparison of
Equations 2-43 and 2-44 shows, however, that

I I

V. = =
P 2@fC oC

Thus, the capacitive reactance is given by

V, I 1 1
Xe=—"=—2=% = — = — (2-46)
I, L2mfC 2afC oC

where X has the units of ohms.

It should also be noted that, in contrast to resistance, capac-
itive reactance is frequency dependent and becomes smaller at
higher frequency. At very high frequencies, capacitive reactance
approaches zero, and the capacitor acts like a short circuit. At zero
frequency X becomes extremely large, so that a capacitor acts as an
open circuit (insulator) for a direct current (neglecting the momen-
tary initial charging current). Example 2-3 shows a spreadsheet’
calculation of capacitive reactance at several different frequencies.

EXAMPLE 2-3

Use a spreadsheet to calculate the reactance of a 0.0200 pF
capacitor at frequencies of 28 Hz, 280 Hz, 2.8 kHz, 28 kHz,
280 kHz, and 2.8 MHz.
)Solution
A | B | C

1 |Example 2-3 Gapacitive Reactance

2 C 2.00E—08

3 f, Hz X¢ = 1/27fC, Q

4 28 2.84E+05

5 280 2.84E+04

6 2800 2.84E+03

7 28000 2.84E+02

8 280000 2.84E+01

9 2.80E+06 2.84E+00

10

11 |Documentation

12 |Cell C4=1/(2*PI()*B4*$B$2)
We employ Equation 2-46 in cells C4-C9 and note that the reac-
tance varies from 284 k() at 28 Hz to only 2.84 () at 2.8 MHz.

Impedance in a Series RC Circuit

The impedance Z of an RC circuit is made up of two compo-
nents: the resistance of the resistor and the reactance of the
capacitor. Because of the phase shift with the latter, however, the
two cannot be combined directly but must be added vectorially,
as shown in Figure 2-10. Here the phase angle for R is chosen

*For additional information on spreadsheet applications, see S. R. Crouch and E. J.
Holler, Applications of Microsoft® Excel in Analytical Chemistry, 3rd ed, Belmont,
CA: Cengage Learning, 2017.
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FIGURE 2-10 Vector diagram for a series RC circuit.

as zero. As we have shown, the phase angle for a pure capacitive
element is —90°. Thus, the X vector is drawn at a right angle
to and extends down from the R vector. From the Pythagorean
theorem, the quantity Z, called the impedance, is given by

Z = \/R2 + X2 (2-47)

The phase angle is
Xe
¢ = arctan R (2-48)

To show the frequency dependence of the impedance and
of the phase angle, we can substitute Equation 2-46 into 2-47

and 2-48, giving
1 2
Z=,|R+ (>
27fC

¢ = arctan

(2-49)

and

2mfRC (2-50)

Note that the extent to which the voltage lags the current in an
RC circuit, ¢, depends on the frequency f, the resistance R, and
the capacitance C, of the circuit.

Ohm’s law for a series RC circuit can be written as
I =—2= —-fr (2-51)
1 2
(2
2mfC

or

1 2
V,=1Z=I1.|R+|——
p p p (2’7ch)

Example 2-4 shows spreadsheet calculations® of impedance in a
series RC circuit.

A sinusoidal ac source with a peak voltage of 20.0 V was
placed in series with a 15 k() resistor and a 0.0080 uF capaci-
tor. Use a spreadsheet to calculate the peak current, the phase
angle, and the voltage drop across each of the components for
frequencies of 75 Hz, 750 Hz, 7.5 kHz, and 75 kHz.

“See S. R. Crouch and E. J. Holler, Applications of Microsoft” Excel in Analytical
Chemistry, 3rd ed, Belmont, CA: Cengage Learning, 2017.
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Cell C5=1/(2*PI()*B5*$B$3)

Cell G5=$D$2/D5

Cell D5=SQRT($B$2/2-+C512)

Cell H5=$D$2*$B$2/D5

Cell E5=ATAN(C5/$B$2)

Cell 15=$D$2*C5/D5

Cell F5=DEGREES(E5) |

)Solution

A | B | ¢ | D E F G H
1 |Example 2-4 Impedance Calculations
2 R 1.5E+04 Vp 20.0
3 c 8.0E—09
4 f,Hz Xe, Q Z,Q ¢, rad ¢, deg Iy, A (Vp)a,V (Vp)o V
5 75 2.7E+05 | 2.7E+05 1.5 87 7.5E—05 1.1 20.0
6 750 2.7E+04 | 3.0E+04 1.1 61 6.6E—04 9.8 17.4
7 75E+03 | 2.7E+03 | 1.5E+04 0.2 10 1.3E—03 19.7 3.4
8 75E+04 | 2.7E+02 | 1.5E+04 0.0 1 1.3E—03 20.0 0.354
9
10 |Spreadsheet Documentation
11
12
13
14

Note here that in cells C5-C8 we calculate the capacitive reac-
tance from Equation 2-46 as we did in Example 2-3. In cells
D5-D8 we obtain the impedance of the circuit from Equation
2-49. In cells E5-E8 we use Equation 2-48 to obtain the phase
angle. Note that Excel calculates the arc tangent in radians. In
cells F5-F8 we convert the phase angle to degrees by using
the Excel function DEGREES(). In cells G5-G8 we obtain the
peak current from Equation 2-51. The voltage drops across
the resistor and the capacitor are obtained from the voltage
divider equations

= vi5) ama = (5)

Several important properties of a series RC circuit are
illustrated by the results obtained in Example 2-4. First, the
sum of the peak voltages for the resistor and the capacitor are
not equal to the peak voltage of the source. At the lower fre-
quency, for example, the sum is 21.1 V compared with 20.0 V
for the source. This apparent anomaly is understandable when
we realize that the peak voltage occurs in the resistor at an ear-
lier time than in the capacitor because of the voltage lag in the
latter. At any time, however, the sum of the instantaneous volt-
ages across the two elements equals the instantaneous voltage
of the source.

A second important point shown by the data in Example 2-4
is that the reactance of the capacitor is three orders of magnitude
greater at 75 Hz than at the highest frequency. As a result, the
impedance at the two highest frequencies is almost entirely due
to the resistor, and the current is significantly greater. Associated
with the lowered reactance at the higher frequencies are the
much smaller voltages across the capacitor compared with those
at lower frequencies.

Finally, the magnitude of the voltage lag in the capacitor is
of interest. At the lowest frequency, this lag amounts to approxi-
mately 87°, but at the highest frequency it is only about 1°.

2B-5 Filters Based on RC Circuits

Series RC circuits are often used as filters to attenuate high-
frequency signals while passing low-frequency components (a
low-pass filter) or, alternatively, to reduce low-frequency com-
ponents while passing the high frequencies (a high-pass filter).
Figure 2-11 shows how a series RC circuit can be arranged to
give a high- and a low-pass filter. In each case, the input and out-
put are indicated as the voltages (V,); and (V,,),.

High-Pass Filters

To use an RC circuit as a high-pass filter, the output voltage is
taken across the resistor R (see Figure 2-11a). The peak current in
this circuit can be found by substitution into Equation 2-51. Thus,

AT

L 2
"R (o)

Because the voltage across the resistor is in phase with the current,

(V)
PR

(2-52)

The ratio of the peak output to the peak input voltage is obtained
by dividing the second equation by the first and rearranging. Thus,

v
Vo R R (253

e )

P



(a) (b)

FIGURE 2-11 Filter circuits: (a) a high-pass filter and
(b) a low-pass filter.

A plot of this ratio as a function of frequency for a typical high-
pass filter is shown as curve A in Figure 2-12a. Note that fre-
quencies below 20 Hz have been largely removed from the input
signal.

Low-Pass Filters
For the low-pass filter shown in Figure 2-11b, we can write
(Vp)o =1 p XC
Substituting Equation 2-46 gives, on rearranging,
I, = 27fC(V,),

Substituting Equation 2-52 and rearranging yields

1/2zfC

© (o)

Curve B in Figure 2-12a shows the frequency response of
a typical low-pass filter; the data for the plot were obtained
with the aid of Equation 2-54. In this case, direct and low-
frequency components of the input signal are transferred to the
circuit output, but high-frequency components are effectively
removed.

(Vo _Xe _

V) 7 (2-54)
p/i

Figure 2-12b shows Bode diagrams, or plots, for the two
filters just described. Bode plots are widely encountered in
the electronics literature to show the frequency dependence
of input-output ratios for circuits, amplifiers, and filters.
The quantity 20 log[(Vp)O/(Vp)i] gives the gain (or atten-
uation) of an amplifier or a filter in decibels, dB. Thus, if
[(V,)o/(V,):] = 10, the gain is 20 dB. If [(V,),/(V,);] = 0.10,
the attenuation is —20 dB.

Low- and high-pass filters are of great importance in the
design of electronic circuits.

Simulation: Learn more about RC filters at
== www.tinyurl.com/skoogpia7
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FIGURE 2-12 (a) Frequency response of high-pass and low-pass
filters. (b) Bode diagram for high-pass and low-pass filters. For the

high-pass filter, R = 10 k2 and C = 0.1 pF. For the low-pass filter,
R=1MQ and =1 pF.

2B-6 The Response of RC Circuits

to Pulsed Inputs

When a pulsed input is applied to an RC circuit, the volt-
age across the capacitor and the voltage across the resistor
take various forms, depending on the relationship between
the width of the pulse and the time constant for the circuit.
These effects are illustrated in Figure 2-13, where the input
is a square wave with a pulse width of ¢, seconds. The second
column shows the variation in capacitor voltage as a func-
tion of time, and the third column shows the change in resis-
tor voltage at the same times. In the top set of plots (Figure
2-13a), the time constant of the circuit is much greater than
the input pulse width. Under these circumstances, the capac-
itor can become only partially charged during each pulse.
The capacitor then discharges as the input voltage returns to
zero, and a sawtooth output results. The voltage across the
resistor under these circumstances rises instantaneously to a
maximum value and then decreases nearly linearly during the
pulse lifetime.
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FIGURE 2-13 Output signals vg and v, for pulsed input signal v;. (a) time constant > pulse width t,;

(b) time constant = ¢t,; () time constant < t,.

The bottom set of curves (Figure 2-13c¢) illustrates the
two outputs when the time constant of the circuit is much
shorter than the pulse width. Here, the charge on the capac-
itor rises rapidly and approaches full charge near the end of
the pulse. As a consequence, the voltage across the resistor
rapidly decreases to zero after its initial rise. When v; goes to
zero, the capacitor discharges immediately; the output across
the resistor peaks in a negative direction and then quickly
approaches zero.

These various output wave forms are applied in many
electronic circuits. The sharply peaked voltage output shown
in Figure 2-13c is particularly important in timing and trigger
circuits.

Resistance-to-
voltage converter

v

2B-7 Alternating Current, Voltage,
and Impedance Measurements

Alternating current, voltage, and impedance measurements can
be carried out with many DMMs. Such multimeters are sophis-
ticated instruments that permit the measurement of both ac and
dc voltages and currents as well as resistances or impedances
over ranges of many orders of magnitude. As shown in Figure
2-14, the heart of the DMM is the dc DVM as discussed in Sec-
tion 2A-3. In this type of meter, circuits similar to those shown
in Figure 2-4 are used. For ac measurements, the outputs from
the various input converter circuits are passed into an ac-to-dc
converter before being digitized and displayed.

1.265
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v

FIGURE 2-14 Block diagram of a DMM. (From H. V. Malmstadt, C. G. Enke, and S. R. Crouch, Electronics and
Instrumentation for Scientists, Menlo Park, CA: Benjamin-Cummings, 1981, with permission.)



2C SEMICONDUCTORS AND
SEMICONDUCTOR DEVICES

Electronic circuits usually contain one or more nonlinear
devices, such as transistors, semiconductor diodes, and vacuum
or gas-filled tubes.” In contrast to circuit components such as
resistors, capacitors, and inductors, the input and output volt-
ages or currents of nonlinear devices are not linearly propor-
tional to one another. As a consequence, nonlinear components
can be made to change an electrical signal from ac to dc (rec-
tification) or the reverse, to amplify or to attenuate a voltage or
current (amplitude modulation), or to alter the frequency of an
ac signal (frequency modulation).

Historically, the vacuum tube was the predominant non-
linear device used in electronic circuitry. In the 1950s, however,
tubes were suddenly and essentially completely displaced by sermi-
conductor-based diodes and transistors, which have the advan-
tages of low cost, low power consumption, small heat generation,
long life, and compactness. The era of the individual, or discrete,
transistor was remarkably short, however, and electronics is now
based largely on integrated circuits, which contain as many as a
million transistors, resistors, capacitors, and conductors on a sin-
gle tiny semiconductor chip. Integrated circuits permit the scien-
tist or engineer to design and construct relatively sophisticated
instruments, armed with only their functional properties and
input and output characteristics and without detailed knowledge
of the internal electronic circuitry of individual chips.

In this section, we examine some of the most common
components that make up electronic circuits. We then look in
detail at a few devices that are important parts of most electronic
instruments.

A semiconductor is a crystalline material with a conductiv-
ity between that of a conductor and an insulator. There are many
types of semiconducting materials, including elemental silicon
and germanium; intermetallic compounds, such as silicon car-
bide and gallium arsenide; and a variety of organic compounds.
Crystalline silicon and germanium are the two most widely used
semiconducting materials in electronic devices. Here, we limit
our discussions to these substances.

2C-1 Properties of Silicon and

Germanium Semiconductors

Silicon and germanium are Group IV elements and thus have
four valence electrons available for bond formation. In a silicon
crystal, each of these electrons is localized by combination with

“For further information about modern electronic circuits and components, see
J. W. Nilsson and S. Riedel, Electric Circuits, 10th ed., Upper Saddle River, NJ:
Prentice Hall, 2015; C. Alexander and M. Sadiku, Fundamentals of Electric Cir-
cuits, 5th ed., New York: McGraw Hill, 2012; E. Gates, Introduction to Electronics,
5th ed., Clifton Park, NY: Delmar/Cengage, 2012; H. V. Malmstadt, C. G. Enke,
and S. R. Crouch, Microcomputers and Electronic Instrumentation: Making the
Right Connections, Washington, DC: American Chemical Society, 1994.
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an electron from another silicon atom to form a covalent bond.
Thus, in principle, there are no free electrons in crystalline sili-
con, and the material would be expected to be an insulator. In
fact, however, sufficient thermal agitation occurs at room tem-
perature to liberate an occasional electron from its bonded state,
leaving it free to move through the crystal lattice and thus to
conduct electricity. This thermal excitation of an electron leaves
a positively charged region, termed a hole, associated with the
silicon atom. The hole, however, like the electron, is mobile and
thus also contributes to the electrical conductance of the crystal.
The mechanism of hole movement is stepwise; a bound electron
from a neighboring silicon atom jumps to the electron-deficient
region and thereby leaves a positive hole in its wake. Thus, semi-
conductors conduct when thermally excited electrons move in
one direction and holes move in the other.

The conductivity of a silicon or germanium crystal can be
greatly enhanced by doping, a process whereby a tiny, controlled
amount of an impurity is introduced, usually by diffusion, into
the heated germanium or silicon crystal. Typically, a silicon or
germanium semiconductor is doped with a Group V element,
such as arsenic or antimony, or with a Group III element, such
as indium or gallium. When an atom of a Group V element
replaces a silicon atom in the lattice, one unbound electron
is introduced into the structure; only a small amount of ther-
mal energy is then needed to free this electron for conduction.
Note that the resulting positive Group V ion does not provide
a mobile hole because there is little tendency for electrons to
move from a covalent silicon bond to this nonbonding position.
A semiconductor that has been doped so that it contains non-
bonding electrons is termed an n-type (negative type) because
negatively charged electrons are the majority carriers of charge.
Holes still exist as in the undoped crystal, which are associated
with silicon atoms, but their number is small with respect to the
number of electrons; thus, holes represent minority carriers in an
n-type semiconductor.

A p-type (positive type) semiconductor is formed when sil-
icon or germanium is doped with a Group III element, which
contains only three valence electrons. Here, holes are introduced
when electrons from adjoining silicon atoms jump to the vacant
orbital associated with the impurity atom. Note that this process
imparts a negative charge to the Group III atoms. Movement of
the holes from silicon atom to silicon atom, as described earlier,
constitutes a current in which the majority carrier is positively
charged. Because holes are less mobile than free electrons, the
conductivity of a p-type semiconductor is inherently less than
that of an n-type.

2(C-2 Semiconductor Diodes

A diode is a nonlinear device that has greater conductance in one
direction than in the other. Useful diodes are manufactured by
forming adjacent n-type and p-type regions within a single ger-
manium or silicon crystal; the interface between these regions is
termed a pn junction.
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Properties of a pn Junction

Figure 2-15a is a cross section of one type of pn junction, which
is formed by diffusing an excess of a p-type impurity, such as
indium, into a minute silicon chip that has been doped with an
n-type impurity, such as antimony. A junction of this kind per-
mits movement of holes from the p region into the # region and
movement of electrons in the reverse direction. As holes and elec-
trons diffuse in the opposite direction, a region is created that is
depleted of mobile charge carriers and has a very high resistance.
This region, referred to as the depletion region, is depicted in Fig-
ure 2-15d. Because there is separation of charge across the deple-
tion region, a potential difference develops across the region,
which causes a migration of holes and electrons in the opposite
direction. The current that results from the diffusion of holes and
electrons is balanced by the current produced by migration of the
carriers in the electric field, and thus there is no net current. The
magnitude of the potential difference across the depletion region
depends on the composition of the materials used in the pn junc-
tion. For silicon diodes, the potential difference is about 0.6 V,
and for germanium, it is about 0.3 V. When a positive voltage is
applied across a pn junction, there is little resistance to current in
the direction of the p-type to the n-type material. On the other
hand, the pn junction offers a high resistance to the flow of holes
in the opposite direction and is thus a current rectifier.
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Figure 2-15b illustrates the symbol for a diode. The arrow
points in the direction of low resistance to positive currents.
The triangular portion of the diode symbol may be imagined to
point in the direction of current in a conducting diode.

Figure 2-15¢ shows the mechanism of conduction of charge
when the p region is made positive with respect to the # region
by application of a voltage; this process is called forward biasing.
Here, the holes in the p region and the excess electrons in the n
region, which are the majority carriers in the two regions, move
under the influence of the electric field toward the junction, where
they combine and thus annihilate each other. The negative termi-
nal of the battery injects new electrons into the #n region, which
can then continue the conduction process; the positive terminal,
on the other hand, extracts electrons from the p region, thus cre-
ating new holes that are free to migrate toward the pn junction.

When the diode is reverse biased, as in Figure 2-15d, the
majority carriers in each region drift away from the junction
to form the depletion layer, which contains few charges. Only
the small concentration of minority carriers present in each
region drifts toward the junction and thus creates a current.

Simulation: Learn more about diodes at
== www.tinyurl.com/skoogpia7
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FIGURE 2-15 A pn-junction diode. (a) Physical appearance of one type formed
by diffusion of a p-type impurity into an n-type semiconductor, (b) symbol for a
diode, (c) current under forward bias, (d) resistance to current under reverse bias.



Consequently, conductance under reverse bias is typically 10~°
to 107 that of conductance under forward bias.

Current-Voltage Curves for Semiconductor Diodes

Figure 2-16 shows the behavior of a typical semiconductor diode
under forward and reverse bias. With forward bias, the current
increases nearly exponentially with voltage. For some power
diodes, forward biasing can result in currents of several amperes.
For a germanium diode under reverse bias, a current on the
order of tens of microamperes is observed over a considerable
voltage range. Reverse-bias current for a silicon diode is on the
order of tens of nanoamperes. In this region of the diode charac-
teristic curve, conduction is by the minority carriers. Ordinarily,
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FIGURE 2-16 Current-voltage characteristics of a silicon
semiconductor diode. (For clarity the small current under reverse
bias before breakdown has been greatly exaggerated.)
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this reverse current is of little consequence. As the reverse-bias
voltage is increased, however, the breakdown voltage is ultimately
reached where the reverse current increases abruptly to very high
values. Here, holes and electrons, formed by the rupture of cova-
lent bonds of the semiconductor, are accelerated by the field to
produce additional electrons and holes by collision. In addition,
quantum mechanical tunneling of electrons through the junc-
tion layer contributes to the enhanced conductance. This con-
duction, if sufficiently large, may result in heating and damaging
of the diode. The voltage at which the sharp increase in current
occurs under reverse bias is called the Zener breakdown voltage.
By controlling the thickness and type of the junction layer, Zener
breakdown voltages that range from a few volts to several hun-
dred volts can be realized. As we shall see, this phenomenon has
important practical applications in precision voltage sources.

2C-3 Transistors

The transistor is the basic semiconductor amplifying and
switching device. This device performs the same function as the
vacuum amplifier tube of yesteryear—that is, it provides an out-
put signal whose magnitude is usually significantly greater than
the signal at the input. Several types of transistors are available;
two of the most widely used of these, the bipolar junction tran-
sistor and the field-effect transistor, are described here.

Bipolar Junction Transistors

Bipolar junction transistors (BJTs) may be viewed as two back-
to-back semiconductor diodes. The pnp transistor consists of a
very thin n-type region sandwiched between two p-type regions;
the npn type has the reverse structure. BJTs are constructed in a
variety of ways, two of which are illustrated in Figure 2-17. The

Emitter

Collector

(c)

o Emitter

Base

o Collector

(d)

FIGURE 2-17 Two types of BJTs. Construction details are shown in
(a) for a pnp alloy BJT and in (b) for an npn planar transistor. Symbols
for a pnp and npn BJT are shown in (c) and (d), respectively. (Note
that alloy junction transistors may also be fabricated as npn types

and planar transistors as pnp.)
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symbols for the pnp and the npn types of transistors are shown
on the right in Figure 2-17. In these symbols, the arrow on the
emitter lead indicates the direction of positive current. Thus, in
the pnp type, there is a positive current from the emitter to the
base; the reverse is true for the npn type.

Electrical Characteristics of a BJT

The discussion that follows focuses on the behavior of a pnp-
type BJT. It should be appreciated that the npn type acts analo-
gously except for the direction of the current, which is opposite
to that of the pnp transistor.

When a transistor is to be used in an electronic device, one
of its terminals is connected to the input and the second serves
as the output; the third terminal is connected to both and is
the common terminal. Three configurations are thus possible:
a common-emitter, a common-collector, and a common-base.
The common-emitter configuration has the widest application
in amplification and is the one we consider in detail.

Figure 2-18 illustrates the current amplification that occurs
when a pnp transistor is used in the common-emitter mode.
Here, a small input current I, which is to be amplified, is intro-
duced in the emitter-base circuit; this current is labeled as the
base current in the figure. As we show later, an ac current can
also be amplified by superimposing it on Iy. After amplification,
the dc component can then be removed by a filter.

The emitter-collector circuit is powered by a dc power sup-
ply, such as that described in Section 2D. Typically, the power
supply provides a voltage between 9 and 30 V.

Note that, as shown by the breadth of the arrows, the col-
lector, or output, current I, is significantly larger than the base
input current I. Furthermore, the magnitude of the collector
current is directly proportional to the input current. That is,

Ic = By

where the proportionality constant (3 is the current gain, which
is a measure of the current amplification that has occurred. Val-
ues for 3 for typical transistors range from 20 to 200.

(2-55)

It is important to note that a BJT requires a current into the
base or out of the base to initiate conduction between the emit-
ter and the collector. As a result, circuits built from BJTs draw
significant current from their power supplies during operation.
We will soon describe another type of transistor, the field-effect
transistor, which requires nearly zero current for its operation.

Mechanism of Amplification with a BJT

It should be noted that the emitter-base interface of the transis-
tor shown in Figure 2-18 constitutes a forward-biased pn junc-
tion similar in behavior to that shown in Figure 2-15c. At the
same time, the base-collector region is a reverse-biased np junc-
tion similar to the circuit shown in Figure 2-15d. Under forward
bias, a significant current Iy develops when an input signal of
a few tenths of a volt is applied (see Figure 2-16). In contrast,
current through the reverse-biased collector-base junction is

Power supply
|
millfl

Ic
Collector
current, /¢,
Ic = ol
Base
current, Iy

Ic,
CHCAD Meter

E Input Emitter
+ Iy current, /g
Ig=1Ic+1g

5
g

41_C)

Collector
current

Base current

I
Current gain, f§ = I—C
B

FIGURE 2-18 Currents in a common-emitter circuit with a
transistor. Ordinarily, @« = 0.95 to 0.995 and B8 = 20 to 200.

inhibited by the migration of majority carriers away from the
junction, as shown in Figure 2-15d.

In the manufacture of a pnp transistor, the p region is pur-
posely much more heavily doped than is the n region. As a con-
sequence, the concentration of holes in the p region is 100 times
the concentration of mobile electrons in the n layer. Thus, the
fraction of the current carried by holes is perhaps 100 times the
fraction carried by electrons.

Turning again to Figure 2-18, holes are formed at the p-type
emitter junction through removal of electrons by the two dc
sources, namely, the input signal and the power supply. These
holes can then move into the very thin n-type base region where
some will combine with the electrons from the input source; the
base current Iy is the result. The majority of the holes will, how-
ever, drift through the narrow base layer and be attracted to the
negative collector junction, where they can combine with elec-
trons from the power supply; the collector current I. is the result.

The magnitude of the collector current is determined
by the number of current-carrying holes available in the
emitter. This number, however, is a fixed multiple of the
number of electrons supplied by the input base current.
Thus, when the base current doubles, so does the collector
current. This relationship leads to the current amplification
exhibited by a BJT.
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FIGURE 2-19 An n-channel enhancement mode MOSFET: (a) structure, (b) symbol, (c) performance

characteristics.

Field-Effect Transistors

Several types of field-effect transistors (FETs) have been devel-
oped and are widely used in integrated circuits. One of these, the
insulated-gate FET, was the outgrowth of the need to increase the
input resistance of amplifiers. Typical insulated-gate FETs have
input impedances that range from 10° to 10'* Q. This type of
transistor is most commonly referred to as a MOSFET, which is
the acronym for metal oxide semiconductor field-effect transistor.

Figure 2-19a shows the structural features of an n-channel
MOSEET. Here, two isolated n regions are formed in a p-type
substrate. Covering both regions is a thin layer of highly insulat-
ing silicon dioxide, which may be further covered with a protec-
tive layer of silicon nitride. Openings are etched through these
layers so that electrical contact can be made to the two n regions.
Two additional contacts are formed, one to the substrate and the
other to the surface of the insulating layer. The contact with the
insulating layer is termed the gate because the voltage at this con-
tact determines the magnitude of the positive current between
the drain and the source. Note that the insulating layer of silicon
dioxide between the gate lead and the substrate accounts for the
high impedance of a MOSFET.

In the absence of an applied voltage to the gate, essen-
tially no current develops between drain and source because
one of the two pn junctions is always reverse biased regardless
of the sign of the applied voltage V. MOESET devices are
designed to operate in either an enhancement or a depletion
mode. The former type is shown in Figure 2-19a, where cur-
rent enhancement is brought about by application of a positive
voltage to the gate. As shown, this positive voltage induces a
negative substrate channel immediately below the layer of sili-
con dioxide that covers the gate electrode. The number of neg-
ative charges here, and thus the current, increases as the gate
voltage Vg increases. The magnitude of this effect is shown in
Figure 2-19c. Also available are p-channel enhancement-mode
MOSFET devices in which the p and n regions are reversed
from those shown in Figure 2-19a.

Depletion-mode MOSFET devices are designed to conduct
in the absence of a gate voltage and to become nonconducting
as potential is applied to the gate. An n-channel MOSFET of
this type is similar in construction to the transistor shown in
Figure 2-19a except that the two n regions are now connected
by a narrow channel of n-type semiconductor. Application of a
negative voltage at Vg repels electrons out of the channel and
thus decreases the conduction through the channel. It is import-
ant to note that virtually zero current is required at the gate of a
MOSEET device to initiate conduction between the source and
drain. This tiny power requirement is in contrast to the rather
large power requirements of B]Ts. The characteristic low power
consumption of field-effect devices makes them ideal for porta-
ble applications requiring battery power.

2D POWER SUPPLIES AND REGULATORS

Generally, laboratory instruments require dc power to operate
amplifiers, computers, transducers, and other components. The
most convenient source of electrical power, however, is the nom-
inally 110-V ac, 60-Hz line voltage furnished by public utility
companies.® As shown in Figure 2-20, laboratory power supply
units increase or decrease the voltage from the house supply,
rectify the current so that it has a single polarity, and finally,
smooth the output to give a nearly steady dc voltage. Most
power supplies also contain a voltage regulator that maintains
the output voltage at a constant desired level.

2D-1 Transformers

The voltage from ac power lines can be increased or decreased
with a power transformer such as that shown schematically
in Figure 2-21. The varying magnetic field formed around the

The actual ac line voltage in the United States varies in most locations from
105 to 125 V. A value of 115 V is a typical average. In Europe, the line voltage is
nominally 220 V and the frequency is 50 Hz.
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FIGURE 2-20 Diagram showing the components of a power supply and
their effects on the 115-V line voltage.
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FIGURE 2-21 Schematic of a typical power transformer with
multiple secondary windings.

primary coil in this device from the 110-V ac induces alternating
currents in the secondary coils. The voltage V, across each is
given by

V, = 115 X N,/N,

where N, and N, are the number of turns in the secondary and
primary coils, respectively. Power supplies with multiple taps, as
in Figure 2-21, are available commercially, and many different
voltage combinations may be obtained. Thus, a single trans-
former can serve as a power source for several components of an
instrument with different voltage requirements.

2D-2 Rectifiers and Filters

Figure 2-22 shows three types of rectifiers and their output-
signal forms. Each uses semiconductor diodes (see Section
2C-2) to block current in one direction while permitting it in
the opposite direction. To minimize the current fluctuations
shown in Figure 2-22, the output of a rectifier is usually filtered
by placing a capacitor with a large capacitance in parallel with
the load Ry, as shown in Figure 2-23. The charge and discharge

of the capacitor has the effect of decreasing the variations to a
relatively small ripple. In some applications, an inductor in series
and a capacitor in parallel with the load serve as a filter; this type
of filter is known as an L section. By suitable choice of capaci-
tance and inductance, the peak-to-peak ripple can be reduced to
the millivolt range or lower.

2D-3 Voltage Regulators

Often, instrument components require dc voltages that are con-
stant regardless of the current drawn or of fluctuations in the
line voltage. Voltage regulators serve this purpose. Figure 2-24
illustrates a simple voltage regulator that uses a Zener diode, a
pn junction that has been designed to operate under breakdown
conditions; note the special symbol for this type of diode. Fig-
ure 2-16 shows that a semiconductor diode undergoes an abrupt
breakdown at a certain reverse bias and the current changes pre-
cipitously. For example, under breakdown conditions, a current
change of 20 to 30 mA may result from a voltage change of 0.1 V
or less. Zener diodes with a variety of specified breakdown volt-
ages are available commercially.

For voltage regulators, a Zener diode is chosen such that it
always operates under breakdown conditions; that is, the input
voltage to be regulated is greater than the breakdown voltage.
For the regulator shown in Figure 2-24, an increase in voltage
results in an increase in current through the diode. Because of
the steepness of the current-voltage curve in the breakdown
region (Figure 2-16), however, the voltage drop across the diode,
and thus the load, is virtually constant.

Modern integrated-circuit voltage regulators take advantage
of the properties of Zener diodes to provide stable reference volt-
ages. These voltages are used in conjunction with feedback cir-
cuitry and power transistors to create power supplies regulated
to =1 mV or better. Such regulators have three terminals: input,
output, and circuit common. The raw output from a rectified
and filtered power supply is connected to the three-terminal
voltage regulator to produce a supply that is stable with

Simulation: Learn more about power supplies at
——= www.tinyurl.com/skoogpia7



»» 2E Readout Devices 45

115V (1 v Halfwave Vo[ [\
ac °
o .
Time
——o
I VO
115V AN
ac 9 Full-wave Vs m
(o
Time
Bridge
USVE) ATAAAN
~
ac
Yo Time
i o

FIGURE 2-22 Three types of rectifiers: half-wave, full-wave, and bridge.
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FIGURE 2-23 Filtering the output from a rectifier.

respect to temperature fluctuations and that automatically shuts
down when the load current exceeds its maximum rating, which
is typically one ampere in the most widely used circuits. The
power supplies of most electronic devices contain integrated cir-
cuit voltage regulators.

Regulators of this type have the disadvantage of dissipating
considerable power so that with the proliferation of computers
and other electronic devices, more efficient regulators become
desirable. The solution to this difficulty has been the advent of
switching regulators, which provide power to the load only when
it is needed while maintaining constant voltage. Most computer

YW e
Unregulated Zener | Regulated
i . A dc

dc input diode
output
———

FIGURE 2-24 A Zener-stabilized voltage regulator.

power supplies contain switching regulators. The details of
operation of switching power supplies are beyond the scope of
our discussion.’

2E  READOUT DEVICES

Along with most visual media, readout devices have experienced
a revolution that parallels the electronics revolution of the past
several decades. Readouts have evolved from relatively crude
electromechanical devices such as galvanometers, analog panel
meters, and stripchart recorders to sophisticated, high resolu-
tion displays that are fabricated in virtually any imaginable size
from the tiny video screen of the Google Glass wearable com-
puter, which is a 0.5-inch square, to the 277 foot by 52 foot video

°For theoretical and practical descriptions of these devices, see H. V. Malmstadt,
C. G. Enke, and S. R. Crouch, Microcomputers and Electronic Instrumentation:
Making the Right Connections, Washington, DC: American Chemical Society,
1994; S. Maniktala, Switching Power Supplies A-Z, 2nd ed., Boston, MA: Elsevier/
Newnes, 2012.
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screen in the Houston Texans’ Reliant Stadium. The resolution
of instrument screens is generally similar to the resolution of
current computer screens, tablet computers, and smartphones.
All of these devices are capable of displaying one, two, and three
dimensional data in any graphical or alphanumeric format. With
specialized hardware, just as with recent televisions, data can be
visualized in three dimensions as well. Of course, anything that
can be displayed may be printed to provide hard copy.

In this section, we briefly describe two readout devices: the
oscilloscope and the alphanumeric display unit. We defer our
discussion of the computer as a readout device to Chapter 4.

2E-1 Oscilloscopes

Oscilloscopes are extremely useful in many display and diag-
nostic applications. They can be used to view the time profile
of signals from transducers, to compare the relationships among
repetitive waveforms in analog signal processing circuits, or to
reveal high-frequency noise or other signals of interest that can-
not be observed by using a DMM or other dc-measuring device.
The oscilloscope is an essential diagnostic tool in the instrument
laboratory.

In modern oscilloscopes, two to eight or more signals are
converted from the analog to the digital domain by very fast
ADCs (see Section 2A-3 and Chapter 4), the resulting digital
data are stored in memory, processed by a computer, and dis-
played on an LCD screen as illustrated in Figure 2-25. The time
relationship among the signals may be maintained by an external

synchronization signal (trigger) or by the computer based on a
number of possible selection criteria (peak voltage, zero cross-
ing, etc.) available to the oscilloscope user. Advanced models are
capable of capturing, analyzing, and displaying asynchronous
transient signals that are historically difficult to analyze. The
principles of operation of the data processing in a modern oscillo-
scope are essentially those of digital data acquisition and process-
ing, which we will explore further in Chapter 4. As of 2016, over
90% of newly manufactured oscilloscopes are digital, but many
analog oscilloscopes are still in service, and these devices use a
cathode ray tube (CRT) for display. Oscilloscopes range in cost
from basic handheld single-channel models under $100 to over
$300,000 for ultrafast, multichannel, highly sophisticated units.

2E-2 Alphanumeric Displays

The output from digital equipment is most conveniently dis-
played in terms of decimal numbers and letters, that is, in alpha-
numeric form. The seven-segment readout device is based on
the principle that any alphanumeric character can be represented
by lighting an appropriate combination of seven segments, as
shown in Figure 2-26. Here, for example, a five is formed when
segments 4, f, g, ¢, and d are lighted; the letter C appears when
segments a, f, e, and d are lighted. Perhaps the most common
method of lighting a seven-segment display is to fashion each
segment as a light-emitting diode (LED). A typical LED consists
of a pn junction shaped as one of the segments and prepared
from gallium arsenide, which is doped with phosphorus. Under
forward bias, the junction emits red radiation as a consequence

i NSNS
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FIGURE 2-25 Block diagram of a basic four-channel oscilloscope. Up to four signals may be monitored simultaneously

in this example. The analog signals at the inputs are converted to numbers in the digital domain by ultrafast ADCs and
stored in memory. The integrated computer then reads the data, performs any necessary calculations and scaling, and
displays the data as a function of time. The timing is controlled by the rate at which the data are acquired, which can

be up to 100 gigasamples per second (100 GHz). Data collection may also be synchronized with an external signal that is
usually referred to as a trigger. Data may also be displayed in x-y format with any of the stored input signals being plotted

on either axis.



FIGURE 2-26 A seven-segment display.

of recombinations of minority carriers in the junction region.
Each of the seven segments is connected to a decoder logic
circuit so that it is activated at the proper time.

Seven-segment liquid-crystal displays, or LCDs, are also
widely used. In these devices, a small amount of a liquid crys-
tal is contained in a thin, flat optical cell, the walls of which are
coated with a conducting film. Application of an electric field
to a selected region of the cell causes a change in alignment of
the molecules in the liquid crystal and a consequent change in
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its optical appearance.'” Both LEDs and LCDs are used in many
different types of instruments, and each type of electronic read-
out has its advantages. LCDs are especially useful for battery-
operated instruments because they consume little power, but
they may be difficult to read in either very bright or very dim
ambient light. On the other hand, LEDs are readable at low
ambient light levels as well as in fairly bright light, but they con-
sume considerably more power and thus are not generally used
in applications powered by battery.

2E-3 Computers

Many modern instruments use computers and computer moni-
tors as readout devices. Today, data manipulation, data process-
ing, and formatting for graphical display and printing are nearly
always done with a computer. Computer-based instruments are
discussed in detail in Section 4D.

“For discussions of the properties and applications of liquid crystals, see
G. H. Brown, J. Chem. Educ., 1983, 60, 900, DOI: 10.1021/ed060p900.

* Answers are provided at the end of the book for problems marked with an asterisk.

Problems with this icon are best solved using spreadsheets.

*2-1  For assembling the voltage divider shown next, two of each of the following resistors are available: 250 (),
500 €2, and 1.00 k€.
10.0V
=
it
V‘d
R, Ry
M
V=10V |Vy,=40V| v,
1 2 3 4
(@) Describe a suitable combination of the resistors that would give the indicated voltages.
(b) What would be the IR drop across R,;? Note: R; could be more than one resistor.
(c) What current would be drawn from the source?
(d) What power is dissipated by the circuit?
*2-2

V, = 150 V.
(@) What is the voltage V,?

(b) What would be the power loss in resistor R,?

Assume that for a circuit similar to that shown in Problem 2-1, R, = 200 (), R, = 400 (), R, = 2.00 k(), and

(c) What fraction of the total power lost by the circuit would be dissipated in resistor R,?
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Y QUESTIONS AND PROBLEMS (continued)

*2-3  For acircuit similar to the one shown in Problem 2-1, R; = 1.00 k), R, = 2.00 k), R, = 4.00 k(}, and
V, = 24.0 V. A voltmeter was placed across contacts 2 and 4. Calculate the relative error in the voltage
reading if the internal resistance of the voltmeter was (a) 4000 (2, (b) 80.0 k(, and (c) 1.00 MQ).

*2-4 A voltmeter was used to measure the voltage of a cell with an internal resistance of 1.00 k(). What must the
internal resistance of the meter be if the relative error in the measurement is to be less than (a) —1.0%,
(b) —0.10%?

*2-5  For the following circuit, calculate
(a) the potential difference across each of the resistors.
(b) the magnitude of each of the currents shown.
(c) the power dissipated by resistor R;.

(d) the potential difference between points 3 and 4.

1 2 3
M
I I L 21=§(5)82
_ 2=
150V = LIZR  ZR Ri-2500
- s I R, = 1000 ©
M
4 R, 5 6

*2-6  For the circuit shown next, calculate
(a) the power dissipated between points 1 and 2.
(b) the current drawn from the source.
(c) the voltage drop across resistor R,,.
(d) the voltage drop across resistor Ry,

(e) the potential difference between points 5 and 4.

Rp
1 3
R R, =2.0kQ
4 Ry =3.0kQ
Rc=4.0kQ
R, Rp=2.0kQ
- + =

A =|I|II Rp=1.0kQ

24V

*2-7  The circuit that follows is for a laboratory potentiometer for measuring unknown voltages V..
—

C

Std. cell

Null
indicator
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2-9
*2-10

2-11

2-12
*2-13

*2-14

*2-15
2-16

2-17

Assume the resistor AB is a slide wire whose resistance is directly proportional to its length. With the
standard Weston cell (1.018 V) in the circuit, a null point was observed when contact C was moved to a
position 84.3 cm from point A. When the Weston cell was replaced with a cell of an unknown voltage V,,
null was observed at 44.3 cm. Find the value of V..

Show that the data in the last column of Table 2-1 are correct.
Show that the data in the last column of Table 2-2 are correct.

The current in a circuit is to be determined by measuring the voltage drop across a precision resistor in
series with the circuit.

(@) What should be the resistance of the resistor in ohms if 1.00 V is to correspond to 20 pA?

(b) What must be the resistance of the voltage-measuring device if the error in the current measurement
is to be less than 2.0% relative?

An electrolysis at a nearly constant current can be performed with the following arrangement:

i1
Vp

V=90V
Cell R R=5.0kQ
R
8

The 90-V source consists of dry cells whose voltage can be assumed to remain constant for short periods.
During the electrolysis, the resistance of the cell increases from 25 () to 45 () because of depletion of
ionic species. Calculate the percentage change in the current, assuming that the internal resistance of the
batteries is zero.

Repeat the calculations in Problem 2-11, assuming that V; = 12.5 V and R = 0.40 k().

A 24-V dc voltage source was connected in series with a resistor and capacitor. Calculate the current after
0.00, 0.010, 0.10, 1.0, and 10 s if the resistance was 25 M) and the capacitance 0.20 uF.

How long would it take to discharge a 0.025 uF capacitor to 1% of its full charge through a resistance of
(a) 10 M, (b) 1 M, (¢) 1 k?

Calculate time constants for each of the RC circuits described in Problem 2-14.
A series RC circuit consists of a 25-V dc source, a 50 k() resistor, and a 0.035 pF capacitor.
(a) Calculate the time constant for the circuit.

(b) Calculate the current and voltage drops across the capacitor and the resistor during a charging cycle;
employ as times 0, 1, 2, 3,4, 5, and 10 ms.

(c) Repeat the calculations in (b) for a discharge cycle assuming 10 ms charging time.

Repeat the calculations in Problem 2-16, assuming that the voltage source was 15 V, the resistance was
20 M), and the capacitance was 0.050 pF. Use as times 0, 1, 2, 3,4, 5, and 10 s.
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» QUESTIONS AND PROBLEMS (continued)

B e
L1t

2-18 Calculate the capacitive reactance, the impedance, and the phase angle ¢ for the following series

RC circuits:

Frequency, Hz R, Q C,uF
(@ 1 30,000 0.033
(b) 10° 30,000 0.033
() 10° 30,000 0.0033
d 1 300 0.0033
(e) 10° 300 0.0033
(f) 10° 300 0.0033
(g) 1 3,000 0.33
(h) 10° 3,000 0.33
@ 10° 3,000 0.33

2-19 Construct a frequency response curve for a low-pass RC filter in which R = 3.0 k{) and C = 0.015 pF. Cover
arange of (V,),/(V,); of 0.01 to 0.9999. Plot (V,),/(V,); versus In f.

2-20 Construct a frequency response curve for a high-pass RC filter in which R = 300 k() and C = 100 pF
(1 pF = 10~ "?F). Cover a range of (V,,),/(V,); of 0.001 to 0.9999. Plot (V,,),/(V,); versus In f.

Challenge Problem

2-21 (a) The circuit shown next is a network of four capacitors connected in parallel. Show that the parallel
capacitance C, is givenby C, = C, + C, + G5 + C,.

(b) IfV =500V,C, = 0.050 uF, C, = 0.010 pF, C; = 0.075 pF, and C, = 0.020 pF, find the parallel
capacitance C,, the charge on each capacitor, and the total charge Q,.

(c) A series combination of capacitors is shown in the next figure. Show that the series capacitance Cy is
given by

(d) IfV=30V,C, =1.00pF, C, = 0.75 pF, and C; = 0.500 pF, find the series capacitance Cg and the
voltage drops across each capacitor.
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(e) For the series circuit of part (d) suppose that there were only two capacitors, C, and C,. Show that the
series capacitance in this case is the product of the two capacitances divided by the sum of the two.

(f) The complex capacitive network shown next is wired. Find the capacitance of the network, the voltage
across each capacitor, and the charge on each capacitor.

g
5V =

1Ci
[0.01 uF

||
Al
0.1 uF

16
0.05 uF

||
C4”
0.05 uF

Cs
[0.02 uF

1Cs
0.05 UF
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Operational Amplifiers in
Chemical Instrumentation

ost modern analog signal-conditioning

circuits owe their success to the class of

integrated circuits known as operational
amplifiers, which are referred to as op amps or OAs.
Operational amplifiers are ubiquitous. Open any
instrument or piece of electronic equipment or scan
an instrument schematic, and you will likely find
one or more op amps. This fact, coupled with the
ease with which relatively complex functions can be
accomplished, emphasizes the importance of having a
basic understanding of their principles of operation.
In this chapter we explore a number of operational
amplifier circuits and applications and investigate
their properties, advantages, and limitations.

E Throughout this chapter, this logo indicates
== an opportunity for online self-study at
www.tinyurl.com /skoogpia7, linking you to
interactive tutorials, simulations, and exercises.
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3A PROPERTIES OF OPERATIONAL
AMPLIFIERS

Operational amplifiers derive their name from their original
applications in analog computers, where they were used to per-
form such mathematical operations as summing, multiplying,
differentiating, and integrating.' Operational amplifiers are also
used to precisely measure voltage, current, and resistance. These
variables are typically the measurable quantities in transducers
that are used in chemical instruments. Operational amplifiers
also are widely used as constant-current and constant-voltage
sources.?

3A-1 Symbols for Operational Amplifiers
Figure 3-1 is an equivalent circuit representation of an opera-
tional amplifier. In this figure, the input voltages are represented
by v, and v_. The input difference voltage v, is the difference
between these two voltages; that is, v, = v, — v_. The power
supply connections are labeled +PS and —PS and usually have
values of +15 and —15 V dc or sometimes +5 and —5 V. The
so-called open-loop gain of the operational amplifier is shown
as A, and the output voltage v, is given by v, = Av,. Finally, Z;
and Z, are the input and output impedances of the operational
amplifier. The input signal may be either ac or dc, and the out-
put signal will then correspond.’ Note that all voltages in opera-
tional amplifier circuits are measured with respect to the circuit
common shown in Figure 3-1. Circuit common is often referred
to somewhat sloppily as ground. These terms are defined care-
fully and their significance discussed in Section 3A-2.

'For general information on electronics, computers, and instrumentation,
including operational amplifiers and their characteristics, see H. V. Malmstadt,
C. G. Enke, and S. R. Crouch, Microcomputers and Electronic Instrumentation:
Making the Right Connections, Washington, DC: American Chemical Society, 1994;
P. Horowitz and W. Hill, The Art of Electronics, 2nd ed., New York: Cambridge
University Press, 1989.

*For more detailed information about operational amplifiers, see S. Franco,
Design with Operational Amplifiers and Analog Integrated Circuits, New York:
McGraw-Hill, 2014.

*Throughout this text, we follow the convention of using uppercase I, V, and Q,
respectively, to represent direct current, voltage, and charge and lowercase i, v,
and ¢ for the corresponding ac quantities.



As shown in Figure 3-2, two alternate versions of Figure
3-1 are commonly used to symbolize operational amplifiers
in circuit diagrams. A symbol as complete as that in Figure
3-2a is seldom encountered, and the simplified diagram in
Figure 3-2b is used almost exclusively. Here, the power and
common connections are omitted. Commercial op amps typ-
ically come in eight-pin integrated circuit packages as shown
in Figure 3-2c.

+PS
(e}
V_O0—
ZO
z S;DAN»—Q
v, 00—
+
(o]
—-PS
O L 4 O

% Circuit common

FIGURE 3-1 Equivalent circuit representation of an
operational amplifier.
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3A-2 General Characteristics
of Operational Amplifiers

As shown in Figure 3-3, the typical operational amplifier is an
analog device that consists of a high-input-impedance differ-
ence amplifier stage, a high-gain voltage amplifier stage, and
a low-output-impedance amplifier stage. Most have approxi-
mately 20 transistors and resistors that are fabricated on a single
integrated-circuit chip. Other components, such as capacitors
and diodes, may also be integrated into the device. The physical
dimensions of an operational amplifier, excluding power supply,
are normally on the order of a centimeter or less. Modern oper-
ational amplifiers, in addition to being compact, are remarkably
reliable and inexpensive. Their cost ranges from a few cents for
general-purpose amplifiers to more than $50 for specialized
units. A wide variety of operational amplifiers are available, each
differing in gain, input and output impedance, operating volt-
age, speed, and maximum power. A typical commercially avail-
able operational amplifier comes housed in an eight-pin epoxy
or ceramic package as shown in Figure 3-2c.

Operational amplifiers have the following properties:
(1) large open-loop gains (A = 10* to >10°); (2) high input
impedances (Z, = 10%to 10" Q); (3) low output impedances
(Z, = 0.001 to 1 Q); and nearly zero output voltage for zero
input. Most operational amplifiers do in fact exhibit a small

Inverting
input ?+PS
V_OA >
v()
v, +
Noninverting {-ps
input
o 0 o
o— >
$ Circuit Vi —— 0V,
common ° t
(@) (b)
Optional
offset

1

Inverting input O—E

Noninverting input O—E
—PS o—{4]

OP-08

U trim

8
- 7 +PS
t |6 ———o Output

5]

(c)

FIGURE 3-2 Symbols for operational amplifiers. More detail than usual is provided
in (a). Note that the two input voltages v_ and v, as well as the output voltage v,
are measured with respect to the circuit common, which is usually at or near earth
ground potential. (b) The usual way of representing an operational amplifier in circuit
diagrams. (c) Representation of typical commercial eight-pin operational amplifier.
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input %nput— fer Low-impedance-
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difference | amplifier P P Output
° amplifier
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input
o —PS

FIGURE 3-3 Circuit design of a typical operational amplifier. The input stage
is followed by a high-gain amplification stage. The output stage is capable of
supplying current to a load over a voltage range determined by the + and —

power supply values.

output voltage with zero input due to circuit characteristics or
component instabilities. The offset voltage is the input voltage
required to produce zero output voltage. Modern operational
amplifiers often have less than 5 mV offset because of laser trim-
ming in the manufacturing process. Some operational amplifiers
are provided with an offset trim adjustment to reduce the offset
to a negligible value (see Figure 3-2c).

Circuit Common and Ground Potential

As shown in Figure 3-2a, each of the two input voltages, as well
as the output voltage, of a typical operational amplifier are mea-
sured with respect to circuit common, which is symbolized by
a downward-pointing open triangle (). Circuit common is a
conductor that provides a common return for all currents to
their sources. As a result, all voltages in the circuit are mea-
sured with respect to the circuit common. Ordinarily, electronic
equipment is not directly connected to earth ground, which is
symbolized by =. Usually, however, the circuit common poten-
tial does not differ significantly from the ground potential, but
it is important to recognize that circuit common is not neces-
sarily at the same potential as ground. Note that in Figure 3-2b
a circuit common is not shown, but you may assume that there
is a circuit common and that all voltages are measured with
respect to it.

Inverting and Noninverting Inputs

It is important to realize that in Figure 3-2 the negative and
positive signs indicate the inverting and noninverting inputs of
the amplifier and do not imply that they are to be connected to

positive and negative signals. Either input may be connected to
positive or negative signals depending on the application of the
circuit. Thus, if a negative voltage is connected to the invert-
ing input, the output of the amplifier is positive with respect
to it; if, on the other hand, a positive voltage is connected to
the inverting input of the amplifier, a negative output results.
An ac signal connected to the inverting input yields an output
that is 180 degrees out of phase with the signal at the input. The
noninverting input of an amplifier, on the other hand, yields
an in-phase signal; in the case of a dc signal at the noninvert-
ing input, the output will be a dc signal of the same polarity as
the input.

3B OPERATIONAL AMPLIFIER
CIRCUITS

Operational amplifiers are used in three different modes: the
comparator mode, the voltage follower mode, and the current fol-
lower, or operational, mode.

3B-1 Comparators

In the comparator mode, the operational amplifier is used open
loop, without any feedback as shown in Figure 3-4a. In this mode,
the amplifier is almost always at one of the limits imposed by
the 4+ and — power supplies (often *15-V supplies). Usually, the
voltages to be compared are connected directly to the two op amp
inputs. The amplifier output is given by v, = Av, = A(v, — v_).
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FIGURE 3-4 (a) Comparator mode. Note that the operational
amplifier has no feedback and is thus an open-loop amplifier.

(b) Output voltage v, of operational amplifier as a function of input
difference voltage v,. Note that only a very small voltage difference
at the two inputs causes the amplifier output to go to one limit or
the other.

If A = 10°% for example, and the power supply limits were
+13 V,* the amplifier would be at one of the limits except for a
small region where v, = —13 V/10° or v, = 13 V/10°. Thus,
unless v, is in the range —13 pV to +13 pV, the output is at limit
as illustrated in Figure 3-4b. Note also that the sign of the output
voltage v, tells us whetherv, >v_orv, <v_.Ifv, >v_by
more than 13 pV, for example, the output is at positive limit (+ 13V
in our case). In contrast, if v_ > v, by more than 13 uV, the out-
put is at negative limit (—13 V). Some applications of compara-
tor circuits are given in Sections 3F and 4C.

3B-2 The Voltage Follower

In Section 2A-3, the problem of loading a voltage source and
distorting its output was discussed. To prevent such loading,
the input resistance of the measuring device or connected cir-
cuit must be much larger than the inherent internal resistance
of the voltage source. When the voltage source is a transducer
with high internal resistance, such as a glass pH electrode or
plon electrode, it is necessary to introduce a circuit known as a
voltage follower to prevent the loading error.

A typical operational amplifier voltage follower is shown
in Figure 3-5. Modern, high-quality operational amplifiers have
input impedances of 10" to 10" Q) and output impedances

*The limits to which the op amp can be driven are often slightly less than the
power supply voltages (+15 V) because of internal voltage drops in the amplifier.
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Feedback path

g LS

-0
FIGURE 3-5 Voltage follower. The amplifier output is connected
directly back to the amplifier inverting input. The input voltage v; is
connected to the noninverting input. The output voltage is the sum
of the input voltage and the difference voltage v.. If the output

voltage is not at limit, v, is very small. Therefore, v, = v; and the
output voltage follows the input voltage.

of less than 1 €. Therefore, the voltage source connected to
the noninverting input is not loaded by circuits or measur-
ing devices connected to the amplifier output v,. Furthermore,
the output is the same voltage as the input, but isolated from
it. The voltage follower is a nearly ideal buffer to protect high-
impedance sources from being loaded.

When the output signal of an operational amplifier is con-
nected to one of the inputs, the process is called feedback. In the
case of the voltage follower, the output signal is connected to the
inverting input so that it is opposite in sense to the input signal v,.
This type of error-reducing feedback is termed negative feedback.

In actuality, v, is not zero in voltage follower circuits. There
must always be a small error, given by v,, to produce the out-
put voltage of the amplifier. For the follower, we can write, from
Kirchhoft’s voltage law,

Ve = v + v (3-1)
If the amplifier is not at limit, v, = —v,/A. Substituting into
Equation 3-1,
v A
Vo=V — — = (3-2)
A 1+A

When the amplifier is not at limit, v, must be quite small
(-13uVto +13 uV for an op amp with a gain of 10°and
+13 V limits). Therefore, if |v,| = 10 mV, the error v, < 0.13%.
For all practical purposes, v, = v;.

Note that, although this circuit has a unit voltage gain
(vo/v; = 1), it can have a very large power gain because oper-
ational amplifiers have high input impedances but low output
impedances. To show the effect of this large difference in imped-
ance, let us define the power gain as P,/P;, where P, is the power
of the output from the operational amplifier and P, is the input

Simulation: Learn more about voltage followers at
==L www.tinyurl.com/skoogpia7
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power. If we then substitute the power law (P = iv = v*/R)
and Ohm’s law into this definition and recall that v, and v, are
approximately the same in a voltage follower, we obtain the
expression

ivo  ValZ, Z

. o
power gain = — = =
Pi iYi

viZ,  Z,

where Z; and Z, are the input and output impedances of the
operational amplifier. This result is important because it means
that the voltage follower will draw almost no current from an
input; the internal circuitry of the operational amplifier and the
power supply, however, can supply large currents at the output of
the operational amplifier.

3B-3 Current Follower Circuits

Operational amplifiers can be used to measure or process cur-
rents by connecting them in the current follower mode. This
mode provides a nearly zero resistance load to the current
source and prevents it from being loaded by a measuring device
or circuit. The effect of loading on current measurements was
described in Section 2A-3.

The Current Follower

In the operational amplifier current follower mode, the output
is connected to the inverting input through a feedback resistor R¢
as shown in Figure 3-6. If the amplifier is kept within its power
supply limits, the difference voltage v, is very small, as we have
seen. Hence, the potential at the inverting input is essentially
equal to that at the noninverting input. If the noninverting input
is connected to circuit common, the inverting input is kept very
nearly at circuit common as long as the amplifier is not at limit.
The noninverting input is said to be virtually at the circuit com-
mon or at virtual common potential. From Kirchhoff’s current
law, the input current i; is equal to the feedback current i plus

the amplifier input bias current i,
ii = if + ib (3-3)

With modern amplifiers, typical values of i, can be 107"~
10~ A. Hence, i, = ip.

Current
source Iy,

i
S
I T -
y U S
VO

i v
FIGURE 3-6 Operational amplifier current follower. A current source
is connected between the inverting input and the noninverting

input. The noninverting input is connected to common. A feedback
resistor R¢ is connected from the output to the inverting input.

If point S in Figure 3-6 is at virtual common potential,
it follows that the output voltage v, must equal the iR drop
across the feedback resistor R;and be opposite in sign. We can
thus write

Vo = —igR¢ = —iR; (3-4)

Because point S is at virtual common (¥), several current sources
can be connected here without interacting with one another.
Point S is thus called the summing point or summing junction.

From Equation 3-4, it can be seen that the operational
amplifier generates a feedback current i; that follows the input
current i; and produces an output voltage v, that is directly
proportional to i.. If, for example, Ry = 100 MQ (10° Q) and
i; = 5.00 nA (5.0 X 107? A), the output voltage v, would be
0.50 V. Because it produces an output voltage proportional
to the input current, the current follower is often termed a
current-to-voltage converter.

There is very little loading effect of the current follower
circuit. Because the input current source is connected between
point S and common and point S is kept at virtual common, the
input-signal source senses virtually zero resistance at its output
terminals. The effective input resistance R; is the error voltage
v, divided by the input current, i;; that is, R; = v,/i;. Because

v, = —v,/A and from Equation 3-4 i, = —v,/R;, we can write
R =D (3-5)
i B

The loading effect of R;on the circuit is reduced by a factor of A.
If Ry = 100 M(), for example, and A = 10, the effective input
resistance is reduced to 10 ().

A more exact relationship between v, and i; is given in
Equation 3-6 and shows the limitations of the current follower:

. . Vo
= — lin + lefX

=
I

(3-6)

When A is very large and i, is small, Equation 3-6 reduces to
Equation 3-4. Measurement of low currents is limited by the
input bias current of the amplifier, typically 10" Q or less.
On the high current end, the output current capability of the
amplifier (typically 2 to 100 mA) is a limitation. The amplifier
open-loop gain A is a limitation only when the output voltage is
small or the bias current is large.

The Inverting Voltage Amplifier

The current follower mode can be used to make an inverting
voltage amplifier if the input current i; comes from a voltage
source and series resistor R; as shown in Figure 3-7. Because

Simulation: Learn more about current followers at
www.tinyurl.com/skoogpia7




FIGURE 3-7 Inverting voltage amplifier. Here, the input current
into the summing point S comes from the input voltage v; and input
resistance R;.

the summing point S is at virtual common potential, the input
current is

- (3-7)
= B,
1 Rl
If we substitute this result into Equation 3-4, we obtain
. Ry
v, = — iR = —viEi (3-8)

Thus, the output voltage v, is the input voltage v; multiplied
by the ratio of two resistors, R¢/R;, and of opposite polarity. If
the two resistors are precision resistors, the amplifier closed-
loop gain, R{/R;, can be made quite accurate. For example, if
R¢ were 100 k() and R; were 10 k(), the gain would be 10 and
v, = —10 X v;. Note that the accuracy of the gain depends on
how accurately the two resistances are known and not on the
open-loop gain, A, of the operational amplifier.

The amplifier of Figure 3-7 is often called an inverting
amplifier or an inverter when R; = R; because in this case the
sign of the input voltage is inverted. Note, however, that there
is a possibility of loading the input voltage v; because current,
given by Equation 3-7, is drawn from the source.

3B-4 Frequency Response of

a Negative Feedback Circuit

The gain of a typical operational amplifier decreases rapidly in
response to high-frequency input signals. This frequency depen-
dence arises from small capacitances that develop within the tran-
sistors inside the operational amplifier. The frequency response for
a typical amplifier is usually given in the form of a Bode diagram,
such as that shown in Figure 3-8 (see also Section 2B-5). Here, the
solid curve labeled open-loop gain represents the behavior of the
amplifier in the absence of the feedback resistor R;in Figure 3-7.
Note that both the ordinate and abscissa are log scales and that the
gain is presented in decibels, or dB, where 1 dB = 20 log(v,/v;).

At low input-signal frequencies, A = 10°, or 100 dB; but as
the frequency increases above 10 Hz, the open-loop gain rolls
off at —20 dB/decade in the same fashion as in a low-pass filter
(Section 2B-5). The frequency range from dc to the frequency at
which A = 1, or 0 dB, is called the unity-gain bandwidth, which
for this amplifier is 1 MHz. The point at which A = 1 also fixes
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FIGURE 3-8 A Bode diagram showing the frequency response of

a typical operational amplifier. Solid line: operational amplifier
open-loop gain without negative feedback; dashed line: inverting
amplifier configuration as in Figure 3-7 with A; = Ry/R, = 1000 and
Az = Rf/Ri = 10.

the gain bandwidth product at 1 MHz, which is a constant char-
acteristic of the operational amplifier at all frequencies above
10 Hz. This characteristic permits the calculation of the band-
width of a given amplifier configuration.

As an example, consider the amplifier of Figure 3-7 with
a signal gain A; = R¢/R; = 1000, as indicated by the upper
dashed line in Figure 3-8. The bandwidth of the amplifier is then
1 MHz/1000 = 1 kHz, which corresponds to the intersection of
the upper dashed line with the open-loop gain curve. A simi-
lar amplifier with A, = 10 then has a bandwidth of 100 kHz as
indicated by the lower dashed line, and so on for other values of
signal gain that might be chosen for a given op amp. Hence, we
see that negative feedback increases amplifier bandwidth, which
can be calculated from the signal gain and the unity-gain band-
width of the operational amplifier.

Two other parameters that relate to the speed or band-
width Af of an amplifier are illustrated in Figure 3-9. The out-
put response of a voltage follower to a step input is characterized
by the rise time t,, which is the time required for the output to
change from 10% to 90% of the total change. It can be shown that

1

=
TO3Af

(3-9)

For the voltage follower with closed-loop gain of 1 and unity-gain
bandwidth of 10% ¢, = 1/(3 X 1.00 MHz) = 0.33 ps. From the
slope of the change in voltage at the output during the transition
from 5V to 10 V, the slew rate can be calculated as follows:

Av 5V

lew rate = —> =
SEWTEE T A T 033 s

=17 V/us

Simulation: Learn more about op amp frequency
response at www.tinyurl.com/skoogpia7




58 Chapter 3 Operational Amplifiers in Chemical Instrumentation <«

Input
>~ 5V
5]
on
3
©
>
E
g- Output
° 90%
1S
g 5v Slope = slew rate
— 10%
Rise time = 0.33 us

Time

FIGURE 3-9 Response of an operational amplifier to a rapid step
change in input voltage. The slope of the changing portion of the
output signal is the slew rate, and the time required for the output
to change from 10% to 90% of the total change is the rise time.

The slew rate is the maximum rate of change of the output of an
amplifier in response to a step change at the input. Typical values
of slew rate are on the order of a few volts per microsecond, but
special operational amplifiers may be purchased with slew rates
of up to several hundred volts per microsecond.

3C  AMPLIFICATION AND MEASUREMENT
OF TRANSDUCER SIGNALS

Operational amplifiers find general application in the amplifica-
tion and measurement of the electrical signals from transducers.
Such transducers can produce voltage outputs, current outputs,
or charge outputs. The signals from transducers used in analyt-
ical instruments are often related to concentration. This section
presents basic applications of operational amplifiers to the mea-
surement of each type of signal.

3C-1 Current Measurement

The accurate measurement of small currents is important to
such analytical methods as voltammetry, coulometry, pho-
tometry, and chromatography. As pointed out in Chapter 2, an
important concern that arises in all physical measurements,
including current measurement, is whether the measuring pro-
cess itself will alter significantly the signal being measured and
lead to a loading error. It is inevitable that any measuring pro-
cess will perturb a system under study in such a way that the
quantity actually measured will differ from its original value
before the measurement. We must therefore try to ensure that
the perturbation is very small. For a current measurement, this
consideration requires that the internal resistance of the mea-
suring device be minimized so that it does not alter the current
significantly. The current follower presented in Section 3B-3 is a
nearly ideal current-measuring device.

Light
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FIGURE 3-10 Application of an operational amplifier current
follower to the measurement of a small photocurrent, I,.

An example of a current follower being used to measure a
small photocurrent is presented in Figure 3-10. The transducer
is a phototube that converts light intensity into a related current,
I.. Radiation striking the photocathode results in ejection of
electrons from the cathode surface. If the anode is maintained at
a potential that is positive with respect to the cathode (cathode
negative with respect to the anode), the ejected photoelectrons
are attracted, giving rise to a photocurrent proportional to the
power of the incident beam.

From Equation 3-4, the output voltage V, can be written as
V, = —I;R; = — LR
and
I, = —V,/R = kV,

Thus, measuring V, gives the current I, provided that R; is
known. Nanoampere currents can be measured with a high
degree of accuracy if R;is a large value.

As shown in Example 3-1, an operational amplifier cur-
rent follower can give rise to minimal perturbation errors in the
measurement of current.

EXAMPLE 3-1

Assume that R in Figure 3-10 is 1 M{), the internal resistance
of the phototube is 5.0 X 10* ), and the amplifier open-loop
gain is 1.0 X 10°. Calculate the relative error in the current
measurement that results from the presence of the measuring
circuit.

DSolution
From Equation 3-5, the input resistance of the current
follower R, is
Ry 1X10°

R=—=-—""-=10Q
A 1 X 10




Equation 2-20 shows that the relative loading error (rel error)
in a current measurement is given by

_RM

rel error = ———
Ry + Ry

where the meter resistance Ry, is the current follower input
resistance R; and R, is the internal resistance of the phototube.
Thus,

-10.0Q
(5.0 X 10*Q) + 10.0 Q

rel error =

= —2.0 X 10~*% or 0.020%

The instrument shown in Figure 3-10 is called a photometer.
A photometer can be used to measure the attenuation of a light
beam by absorption brought about by an analyte in a solution.
The absorbance is related to the concentration of the species
responsible for the absorption. Photometers are described in
detail in Section 13D-3.

In addition to phototubes, other transducers such as oxy-
gen electrodes, flame ionization detectors, photodiodes, and
photomultiplier tubes produce output currents related to con-
centration or to a physical phenomenon of interest. The current
follower is an indispensable circuit for measuring the small cur-
rents produced.

3C-2 Voltage Measurements

Several transducers produce output voltages related to concen-
tration or to a physical quantity of interest. For example, ion-
selective electrodes produce voltage outputs related to pH or the
concentration of an ion in solution. Thermocouples produce
voltage outputs related to temperature. Similarly, Hall effect
transducers produce output voltages proportional to magnetic
field strength. Operational amplifier circuits, particularly those
based on the voltage follower (see Section 3B-2), are used exten-
sively for such measurements.

Equation 2-19 shows that accurate voltage measurements
require that the resistance of the measuring device be large
compared to the internal resistance of the voltage source being
measured. The need for a high-resistance measuring device
becomes particularly acute in the determination of pH with a
glass electrode, which typically has an internal resistance on the
order of tens to hundreds of megohms. The voltage follower cir-
cuit shown in Figure 3-5 presents a very high input resistance to
prevent loading of the glass electrode. If amplification is needed,
the voltage follower can be combined with the basic inverting
amplifier of Figure 3-7 to give a high-impedance voltage-
measuring device with amplification as shown in Figure 3-11.
Here, the first stage consists of a voltage follower, which typically
provides an input impedance in excess of 10'* (). An inverting
amplifier circuit then amplifies the follower output by R¢/R;, or
20 in this case. An amplifier such as this with a resistance of
100 MQ or more is often called an electrometer. Carefully
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FIGURE 3-11 A high-impedance circuit for voltage amplification
and measurement.

designed operational amplifier-based electrometers are avail-
able commercially.

Occasionally, amplification without inversion of the signal
is desired from a voltage-output transducer. In this case, a circuit
known as a voltage follower with gain can be used. In this circuit,
only a fraction of the output voltage of the follower of Figure 3-5
is fed back to the inverting input.’

3C-3 Resistance or Conductance
Measurements

Electrolytic cells and temperature-responsive devices, such as
thermistors and bolometers, are common examples of transduc-
ers whose electrical resistance or conductance varies in response
to an analytical signal. These devices are used for conductomet-
ric and thermometric titrations, for infrared absorption and
emission measurements, and for temperature control in a vari-
ety of analytical applications.

The circuit shown in Figure 3-7 provides a convenient
means for measurement of the resistance or conductance of
a transducer. Here, a constant voltage source is used for V;
and the transducer is substituted for either R; or R; in the cir-
cuit. The amplified output voltage v, is then measured with
a suitable meter, potentiometer, or a computerized data-
acquisition system. Thus, if the transducer is substituted for
R¢in Figure 3-7, the output, as can be seen from rearrange-
ment of Equation 3-8, is

_VoRi
R = —> = ky,
Vi

(3-10)

where R, is the resistance to be measured and k is a constant
that can be calculated if R; and V; are known; alternatively, k can
be determined from a calibration in which R, is replaced by a
standard resistor.

°H. V. Malmstadt, C. G. Enke, and S. R. Crouch, Microcomputers and Electronic
Instrumentation: Making the Right Connections, Washington, DC: American
Chemical Society, 1994, pp. 131, 132.
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If conductance rather than resistance is of interest, the
transducer conveniently replaces R; in the circuit. From Equa-
tion 3-8, we find that

7:Gx: =
R, VR

k'v, (3-11)

Figure 3-12 illustrates two basic applications of opera-
tional amplifiers for the measurement of conductance or resis-
tance. In (a), the conductance of a cell for a conductometric
titration is of interest. Here, an ac input signal v; of perhaps 5
to 10 V is provided by an ac power supply. The output signal
is then rectified, filtered, and measured as a dc voltage. The
variable resistance R; provides a means for varying the range of
conductances that can be measured. Calibration is provided by

switching the standard resistor R; into the circuit in place of the
conductivity cell.

Figure 3-12b illustrates how the circuit in Figure 3-7 can
be applied to the measurement of a ratio of resistances or con-
ductances. Here, the absorption of radiant energy by a sample
is being compared with that for a reference solution. The two
photoconductive transducers, which are devices whose resis-
tances are inversely related to the intensity of light striking their
active surfaces, replace Ry and R; in Figure 3-7. A dc power sup-
ply with voltage V; serves as the source of power, and the output
voltage M, as seen from Equation 3-8, is

Ry

_Vii

M=V, =
R

Conductance
cell Variable
ﬂ resistor
NS AT
Ge R¢
Transformer
B
100V Vi R,
ac WA
Standard
resistor
M =kGc
(a)
Radiation
source
=B
| |
| |
Reference
Sample solution
Photoconductor Photoconductor
I
R Ry
Vi —
l +
SRy _ )
M=k r - k
(b)

FIGURE 3-12 Two circuits for transducers whose conductance or resistance is
the quantity of interest. (a) The output of the cell is a current proportional
to the conductance of the electrolyte. (b) The ratio of the resistances of the
photoconductive cells is proportional to the meter reading.



Typically, the resistance of a photoconductive cell is inversely
proportional to the radiant power P of the radiation striking it. If
R and R, are matched photoconductors,

1

and Ry=CX —
P,

1
R=CX—
p 0

where C is a constant for both photoconductive cells, giving

C/P, P
=M= -V, =—-V,—
C/pP b,

(3-12)

Thus, the meter reading M is proportional to the ratio of the
radiant powers of the two beams (P/P,).

3C-4 Difference Amplifiers

It is frequently desirable to measure a signal generated by an
analyte relative to a reference signal, as in Figure 3-12b. A dif-
ference amplifier, such as that shown in Figure 3-13, can also be
applied for this purpose. Here, the amplifier is used for a tem-
perature measurement. Note that the two input resistors have
equal resistances R;; similarly, the feedback resistor and the
resistor between the noninverting input and common, which are
both labeled R,, are also identical values.

If we apply Ohm’s law to the circuit shown in Figure 3-13,
we find that

I, =
and
If =

Because the operational amplifier has a high input impedance, I
and I; are approximately equal.

Il = If
Vi—v. v. =V,
R; Ry
Ry
R VWA
Copper Vi ! f
YWA B
n— -
- oo V0
Constantan I, — N +
WA
Vi R Ry
Copper —\/\/\/‘—‘&
_ Ky
Vo = R V= Vp)
Reference Sample

FIGURE 3-13 An operational amplifier difference amplifier
measuring the output voltage of a pair of thermocouples.
Constantan is a copper-nickel alloy with a low temperature
coefficient of resistance.
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Solving this equation for v_ gives

ViR F VR

3-13
R + R ( )

v_
The voltage v, can be written in terms of V, via the voltage
divider equation, Equation 2-10:

Ry
v, =V,
R, + Ry

Recall that an operational amplifier with a negative feedback
loop will do what is necessary to satisfy the equation v, = v,.
When Equations 3-13 and 3-14 are substituted into this relation
we obtain, after rearrangement,

(3-14)

Ry

R, (Vz - V1)

v, = (3-15)
Thus, it is the difference between the two signals that is
amplified. Any extraneous voltage common to the two inputs
shown in Figure 3-13 will be subtracted and will not appear in
the output. Thus, any slow drift in the output of the transduc-
ers or any 60-cycle currents induced from the laboratory power
lines will be eliminated from V,. This useful property accounts
for the widespread use of difference amplifier circuits in the first
amplifier stages of many instruments.

An important characteristic of operational amplifier cir-
cuits, such as the difference amplifier described here, is the com-
mon mode rejection ratio, or CMRR. For a difference amplifier,
the CMRR is a measure of how well the amplifier rejects signals
that are common to both inputs; it is the ratio of the difference
gain A, to the common mode gain A_; that is,

Aq
CMRR = —
Acm
Suppose that we apply identical signals to the inputs V| and
V,, that R, = 1000R;, and that V, = 0.1V,. If the difference
amplifier were ideal, V, should be zero. In real difference
amplifiers, some fraction of V,, which is the signal that is to be
rejected, appears at the output. In this case, V, is the signal to
be rejected, or the common mode signal, so that the common
mode gain is A, = V,/V, = 0.1. The difference gain A is just
the gain of the difference amplifier, which is Ay = R/R; = 1000.
The CMRR for this configuration is then

A
CMRR = Af‘i = 1000/0.1 = 10,000
The larger the CMRR of a difference amplifier, the better it is at
rejecting common mode signals, that is, signals that are applied
to both inputs simultaneously.

The transducers shown in Figure 3-13 are a pair of ther-
mocouple junctions; one of the transducers is immersed in
the sample, and the other transducer is immersed in a refer-
ence solution (often an ice bath) held at constant temperature.
A temperature-dependent contact potential develops at each of the
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two junctions formed from wires made of copper and an alloy called
constantan (other metal pairs are also used). The potential differ-
ence v, — v, is roughly 5 mV per 100°C temperature difference.

3D APPLICATION OF OPERATIONAL
AMPLIFIERS TO VOLTAGE AND
CURRENT CONTROL

Operational amplifiers are easily configured to generate
constant-voltage or constant-current signals.

3D-1 Constant-Voltage Sources

Several instrumental methods require a dc power source whose
voltage is precisely known and from which reasonable currents
can be drawn with no change in voltage. A circuit that meets
these qualifications is termed a potentiostat.

Each of the two potentiostats illustrated in Figure 3-14 has a
standard voltage source in a feedback circuit. This source is gen-
erally an inexpensive, commercially available, Zener-stabilized
integrated circuit (see Section 2D-3) that produces an output

Standard
voltage
-Vl

Vstd

Vo = Vsld

F :
Ry
Vo load

(a)

Standard
voltage
vl
Vstd
v,=48y
°T CB std
S - +
+ A
N g Ry
C Vo load
B

(b)
FIGURE 3-14 Constant-voltage sources.

voltage that is constant to a few hundredths of a percent. Such
a source will not, however, maintain its voltage when it must
deliver a large current.

Recall from our earlier discussions that point S in Figure
3-14a is at virtual common potential. For this condition to exist,
it is necessary that V, = V, the standard voltage. That is, the
current in the load resistance R; must be such that [[R; = V.
It is important to appreciate, however, that this current arises
from the power source of the operational amplifier and not from
the standard voltage source. There is essentially no current in
the feedback loop because the impedance of the inverting input
is very large. Thus, the standard cell controls V, but provides
essentially none of the current through the load.

Figure 3-14b illustrates a modification of the circuit in (a)
that permits the output voltage of the potentiostat to be fixed at
a level that is a known multiple of the output voltage of the stan-
dard potential source.

3D-2 Constant-Current Sources

Constant-current dc sources, called amperostats, find application
in several analytical instruments. For example, these devices are
usually used to maintain a constant current through an electro-
chemical cell. An amperostat reacts to a change in input power or a
change in internal resistance of the cell by altering its output voltage
in such a way as to maintain the current at a predetermined level.

Figure 3-15 shows two amperostats. The first requires a
voltage input V; whose potential is constant while it supplies
significant current. Recall from our earlier discussion that

Vi

IL = Ii = E

Cell 44 R
8/

V. i
ﬁ\wa—Ri ;
I

(a)

Cell 474 RL
N

Iy

st

booster amplifier

(b)
FIGURE 3-15 Constant-current sources.



Thus, the current will be constant and independent of the
resistance of the cell, provided that V; and R, remain constant.

Figure 3-15b shows an amperostat containing a standard
voltage V4 to maintain a constant current. Note that opera-
tional amplifier 1 has a negative-feedback loop that contains
operational amplifier 2. To satisfy the condition v_ = v, the
voltage at the summing point S must be equal to — V. Further-
more, we may write that at

LR = R, = —Vgq

Because R; and V4 in this equation are constant, the operational
amplifier functions in such a way as to maintain I; at a constant
level that is determined by R;.

Operational amplifier 2 in Figure 3-15b is simply a voltage fol-
lower, which has been inserted into the feedback loop of operational
amplifier 1. A voltage follower used in this configuration is often
called a noninverting booster amplifier because it can provide the
relatively large current that may be required from the amperostat.

3E APPLICATION OF OPERATIONAL
AMPLIFIERS TO MATHEMATICAL

OPERATIONS

As shown in Figure 3-16, substitution of various circuit elements
for R; and R;in the circuit shown in Figure 3-7 permits various
mathematical operations to be performed on electrical signals

R
MWy
R;
v AMA——54 >
. —ovo
Ry
Vozﬁl

Reset
Vo= — 1 /tvidt S_W/i’tfh
RiCiJy
Ct
Hold I I
switch R; it
v, - AMA—S 4>
o ——o v,
4 +

(c) Integration
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as they are generated by an analytical instrument. For exam-
ple, the output from a chromatographic column usually takes
the form of a peak when the electrical signal from a detector is
plotted as a function of time. The peak must be integrated to
find its area, which is proportional to the analyte concentration.
The operational amplifier shown in Figure 3-16c is capable of
performing this integration automatically, giving a signal that is
directly proportional to analyte concentration.

3E-1 Multiplication and Division
by a Constant

Figure 3-16a shows how an input signal v; can be multiplied by a
constant whose magnitude is —Ry/R;. The equivalent of division
by a constant occurs when this ratio is less than 1.

3E-2 Addition or Subtraction

Figure 3-16b illustrates how an operational amplifier can pro-
duce an output signal that is the sum of several input signals.
Because the impedance of the amplifier is large and because the
output must furnish a sufficient current i; to keep the summing
point S at virtual common, we may write

=0+ iy s+ (3-16)
But ir = —v,/R;, and we may thus write
2 v v v
Ve = —Rf<—1 + 2424 —4) (3-17)
R, R, R, R,

Ry i R,
—
K W w
Lo b i
Vy /\N\' s f
R; i3 -
V3 /\N\' + Vo
R, i,
Vy /\N\/

Vi V, V3
vo——Rf(}Tl+1,72+173+R—4
=—Rp(iy + iy + i3+ iy)

(b) Addition or Subtraction

dv;
Vo = —RfCi ditl Rf
Wy
g
Vi 1 - N
—_— (o}

i ‘,77 +

(d) Differentiation

FIGURE 3-16 Mathematical operations with operational amplifiers.
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If Ry = R, = R, = R; = R,, the output voltage is the sum of the
four input voltages but opposite in sign.

Vo = _(Vl +v, + V3+V4)

To obtain an average of the four signals, let R, = R, =
R; = R, = 4R;. Substituting into Equation 3-17 gives

R /v vV V. v,
Vg = — — dy 2y B340
4\ R R R R

and v, becomes the average of the four inputs, as shown in
Equation 3-18.
—(vy + vy + vy )

Vo = 3-18
: 4 (3-18)

In a similar way, a weighted average can be obtained by varying
the ratios of the resistances of the input resistors.

Subtraction can be performed by the circuit in Figure 3-16b
by introducing an inverter with R; = R; in series with one or
more of the resistors, thus changing the sign of one or more of
the inputs. Weighted subtraction can also be performed by vary-
ing the resistance ratios.

3E-3 Integration
Figure 3-16c¢ illustrates a circuit for integrating a variable input
signal v; with respect to time. When the reset switch is open and
the hold switch is closed,

ii = if

and the capacitor C;begins to charge. The current in the capaci-
tor i;is given by Equation 2-30 or

_ dv,
T dt
From Ohm’s law the current i; is given by i; = v;/R;. Thus, we
may write
v c dv,
R; dt
or
Vi
dv, = — dt (3-19)
R,C

We then integrate Equation 3-19 to obtain an equation for the
output voltage v,

(3-20)
or

1 (2
Voo = Vo1 = _7J Vi dt (3-21)

The integral is determined by first opening the hold switch and
closing the reset switch to discharge the capacitor, thus making
Vo1 = 0 when t; = 0. Equation 3-21 then simplifies to

t
Vy = —ij v, dt (3-22)
RiCJy

To begin the integration, the reset switch is opened and the
hold switch closed. The integration is stopped at time ¢ by open-
ing the hold switch. The integral over the period from 0 to ¢ is
then v,. Note that if the input signal v, is constant, the output
increases linearly with time. This circuit is often called a linear
sweep generator (see Section 25B).

3E-4 Differentiation

Figure 3-16d is a basic circuit for differentiation, which is use-
ful when the time rate of change of an experimental quantity
is the variable of interest. Note that it differs from the integra-
tion circuit only in the respect that the positions of C and R
have been reversed. Proceeding as in the previous derivation,
we may write

dv; Vo
dt R¢
or
= —RC v, (3-23)
Vo f dt -

The circuit shown in Figure 3-16d is not, in fact, practical
for many chemical applications, where the rate of change in the
transducer signal is often low. For example, differentiation is a
useful way to treat the data from a potentiometric titration; here,
the potential change of interest occurs over a period of a second or
more ( f =< 1 Hz). The input signal will, however, contain extra-
neous 60-, 120-, and 240-Hz components (see Figure 5-3) that are
induced by the ac power supply. In addition, signal fluctuations
resulting from incomplete mixing of the reagent and analyte solu-
tions are often encountered. These noise components often have a
faster rate of change than the desired signal components.

This problem may be overcome to some extent by introduc-
ing a small parallel capacitance C; in the feedback circuit and
a small series resistor R; in the input circuit to filter the high-
frequency voltages. These added elements are kept small enough
so that significant attenuation of the analytical signal does not
occur. In general, differentiators are noise-amplifying circuits,
and integrators smooth or average the noise. Thus, analog inte-
grators are more widely used than differentiators. If differentia-
tion of a signal is required, it is often accomplished digitally, as is
discussed in Chapter 5.

Simulation: Learn more about integrators and
differentiators at www.tinyurl.com/skoogpia7




3E-5 Generation of Logarithms
and Antilogarithms

The incorporation of an external transistor into an operational
amplifier circuit makes it possible to generate output voltages
that are either the logarithm or the antilogarithm of the input
voltage, depending on the circuit. Operational amplifier cir-
cuits of this kind are, however, highly frequency and tempera-
ture dependent and accurate to only a few percent; they are, in
addition, limited to one or two decades of input voltage. Tem-
perature- and frequency-compensated modules for obtaining
logarithms and antilogarithms with accuracies of a few tenths
of a percent are available commercially. In the past these cir-
cuits were used to produce signals proportional to absorbance in
spectrophotometers and to compress data. Currently, logarithms
and antilogarithms are computed numerically with computers
rather than with operational amplifiers.

3F  APPLICATIONS OF OPERATIONAL
AMPLIFIERS TO COMPARISON

Another important and widespread application of operational
amplifiers is in comparing analog signals. Such circuits are used
in a wide variety of applications such as sampling circuits, peak
detection circuits, analog timers, circuits designed to produce
limited signal levels, and circuits at the interface of the bound-
ary between the digital and analog domains. The comparator
mode of operational amplifiers was introduced in Section 3B-1.
Figure 3-17a and b show two basic comparator circuits and
their output response versus input voltages. In the circuit in
(a), the input voltage is compared with the circuit common, and in
(b) the comparison is with a reference voltage V..

The circuit in Figure 3-17a is often called a zero-crossing
detector because the sign of the output voltage indicates whether
the input voltage is greater than or less than zero (common). If
v; > 0 by more than a few microvolts, the output is at negative
limit. If v; < 0 by a few microvolts, v, is at positive limit. Because
the amplifier response is very rapid, such a detector can be used to
convert a sinusoidal signal into a square-wave signal as shown by
the waveforms on the right side. Every time the sine wave crosses
zero, the comparator changes state. Such circuits are often used
in oscilloscope triggering. A noninverting zero-crossing detector
can be made by connecting the sine wave signal to the noninvert-
ing input and connecting the inverting input to common.
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e —| Feedback
Vi Jae Voltage
control |1
transducer
0 Lo | | system

(b)

FIGURE 3-17 Operational amplifier zero-crossing detector (a)
and level detector (b).

In Figure 3-17b, the comparison is between v; and V.. If
v; > V., the output goes to the positive limit. When v, < V.,
the output goes to the negative limit. This type of comparator
is often called a level detector. It can be used, for example, to
determine whether a transducer output has exceeded a certain
level. As shown in Figure 3-17b, the level detector can be part
of a feedback control system. In a chemical process such a level
detector might be used to determine when the temperature has
exceeded a critical value and to supply coolant when that occurs
or to determine when the pH has fallen below a certain level and
to supply base. The level detector is also used in oscilloscope
triggering circuits.

Although any operational amplifier can be used in the com-
parator mode, special amplifiers are available with high gains
(>10°) and very fast rise times. These specialized comparators
are often used in computer interfacing and other switching
applications.

Simulation: Learn more about comparators at
== www.tinyurl.com/skoogpia7
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» QUESTIONS AND PROBLEMS

*Answers are provided at the end of the book for problems marked with an asterisk.

Problems with this icon are best solved using spreadsheets.

*3-1

*3-2

*3-3

*3-4

3-5

*3-6

3-7

An operational amplifier has output voltage limits of +13 V and —14 V when used with a 15 V power
supply. If the amplifier is used as a comparator, by what amount does v, have to exceed v_ and v_ have to
exceed v, for the amplifier to be at limit if the open-loop gain A is

(@) 100,000
(b) 600,000
(c) 2.6 x10°

The CMRR is important for comparators and other difference amplifiers. If the output voltage changes by
5V for an input difference voltage v, of 300 pV, and by 1.0 V for a common mode input voltage of 300 mV,
what is the CMRR of the amplifier?

For a comparator with output voltage limits of =13 V, what would the open-loop gain A need to be to keep
the absolute value of the difference voltage |v|| = 2.0 pVv?

An operational amplifier with an open-loop gain of 1.0 X 10° and an input resistance of 1.0 X 10'* is used
in the voltage follower circuit of Figure 3-5. A voltage source is to be measured with a voltage of 2.0 V and a
source resistance of 10.0 k(). Find the percentage relative error in the follower output voltage due to (a) the
finite gain of the amplifier and (b) the loading of the voltage source.

R, + R2>

Show that the output voltage v, and the input voltage v, for the following circuit are related by v, = vi( R
1

R, Ry
_LI>_O v
Vi

Why is this circuit called a voltage follower with gain?

For the circuit shown in Problem 3-5, it is desired that v, = 8.5v;. If the total resistance R, + R, is to equal
50.0 kQ), find suitable values for R, and R,.

In the following circuit, R is a variable resistor. Derive an equation that describes v, as a function of v; and
the position x of the movable contact of the voltage divider. Perform the derivation such that x is zero if
there is zero resistance in the feedback loop.

R X 0
Vi o WA ——

An operational amplifier to be used in a current follower has an open-loop gain A of 1 X 10° and an input
bias current of 2.5 nA.

(@) Design a current follower that will produce a 1.0 V output for a 10.0 pA input current.
(b) What is the effective input resistance of the current follower designed in part (a)?

(c) What is the percent relative error for the circuit designed in part (a) for an input current of 25 pA?
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3-9

3-10

*3-11

3-12

3-13
3-14

3-15

An operational amplifier to be used in an inverting amplifier configuration has an open-loop gain
A = 1.0 X 10° an input bias current of 5.0 nA, a linear output voltage range of =10 V, and an input

resistance of 1.0 X 10 Q).

(@) Design an inverting amplifier with a gain of 40 such that the input resistance R; is 50 k().

(b) Determine the range of usable input voltages for the amplifier in (a).

(c) Find the input resistance of the inverting amplifier designed in (a).

(d) How could you avoid a loading error if the voltage source were loaded by the input resistance

found in

(c)?

A low-frequency sine wave voltage is the input to the following circuits. Sketch the anticipated output

of each circuit.

R.

i

Vio AN

R¢

NV

[

(a)

Vio—mMmmm—

(O]

(d)

Calculate the slew rate and the rise time for an operational amplifier with an 80-MHz bandwidth in which
the output changes by 10 V.

Design a circuit having an output given by

—V, =3V, + 5V, — 6V,

Design a circuit for calculating the average value of three input voltages multiplied by 1000.

Design a circuit to perform the following calculation:

Design a circuit to perform the following function:

1
-V, = 5(5\/1 + 3V,)

V, =

—4V, — 1000],
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Y» QUESTIONS AND PROBLEMS (continued)

*3-16

3-17

3-18

3-19

For the following circuit

Ry R
f2
R, —AVW—
12 Ry
R,
V2
R3
v3 oA,
()
resistances.
(b)

write an expression that gives the output voltage in terms of the three input voltages and the various

indicate the mathematical operation performed by the circuit when R, = Ry = 300 k);

R, = R, = 600 k() R, = 30 k; R, = 20 k).

Show the algebraic relationship between the output voltage and input voltage for the following circuit:

15 kQ
12 kQ

3kQ —MWA—
vy 6 kQ

6 kQ
V2

4 kQ
V30—

12 kQ
v oA,

For the following circuit, sketch the outputs at v,, and v, if the input is initially zero but is switched to a

constant positive voltage at time zero.

R¢
—AW—
G
P
2 —0 Vg
+
\v4

Derive an expression for the output voltage of the following circuit:

||
I
0.010 uF

5 MQ

]

20 MQ

V1

V2
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3-20 Show that when the four resistances are equal, the following circuit becomes a subtracting circuit.

R, Ry
vy o AN
VO
R, Ry,

*3-21 The linear slide wire AB in the circuit shown has a length of 100 cm. Where along its length should contact
C be placed to provide exactly 8.00 V at V,? The voltage of the Weston cell is 1.02 V.

Weston
cell (1.02V)

3-22 Design a circuit that will produce the following output:

t t
Vy = 4.0J v, dt + 8.0J vy dt
0 0

3-23 Design a circuit that will produce the following output:

t
Vy = 2.0J vidt — 6.0(v, + v5)
0

3-24 Plot the output voltage of an integrator 1, 3, 5, and 7 s after the start of integration if the input resistor is
2.0 MQ), the feedback capacitor is 0.25 uF, and the input voltage is 4.0 mV.

Challenge Problem

3-25 The circuit shown next is an integrating type of differentiator based on a circuit originally described
by E. M. Cordos, S. R. Crouch, and H. V. Malmstadt, Anal. Chem., 1968, 40, 1812-1818, DOI: 10.1021/
ac60268a018. American Chemical Society.
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Y» QUESTIONS AND PROBLEMS (continued)

@)
(b)
(©
(d)

(e)

(f)

(9)
(h)
@)
6)]

What is the function of operational amplifier 1?
What function does operational amplifier 2 perform?

Assume that the input signal is a linearly increasing voltage and the rate of change of this signal is
desired. During the first period At,, switches S1 and S2 are closed and switch S4 opens. Describe and
plot the output v, during this interval At,.

During a second consecutive and identical time period At, = At; = At, switch S2 opens and S3 closes.
Now describe and plot the output v, during this second interval.

At the end of the second interval, switch S1 opens, disconnecting the input signal. Show that the
output voltage v, at the end of the measurement cycle is given by

v, = k X input rate

What are the advantages and disadvantages of this circuit over the normal operational amplifier
differentiator of Figure 3-16d?

What would happen if the input signal were to change slope during the measurement cycle?

What would be the result if the two time intervals were not consecutive but instead were separated by
a time delay At5?

What would be the result if the two time intervals were of different duration?

The circuit shown above with consecutive time intervals was the basis of several automatic
ratemeters used in instruments for measuring enzyme kinetics. The total measurement time for these
instruments is 2At. Discuss why it is desirable for 2At to be as long as possible. In measuring enzyme
kinetics, what limitations might be imposed if the measurement time is too long? Hint: Refer to

part (g), above.
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Digital Electronics
and Computers

his chapter is a springboard for further study

and use of modern instrumental systems. Our

goals are (1) to provide a brief overview of how
digital information can be encoded, (2) to introduce
some of the basic components of digital circuits and
microcomputers, (3) to describe some of the most
common instrument-computer interactions, and (4) to
illustrate how computers and software are used in an
analytical laboratory.

’—9‘ Throughout this chapter, this logo indicates
=1 an opportunity for online self-study at
www.tinyurl.com/skoogpia7, linking you to
interactive tutorials, simulations, and exercises.

The growth rate of electronics, instrumentation, and com-
puter technology is nearly incomprehensible." Computers
first began to appear in chemical laboratories in the mid-
1960s, but they were expensive and difficult to program and
use. The advent of the microcomputer in the 1970s gave rise
to an increasing number of applications in the chemical lab-
oratory and in chemical instruments. It has been the advent
of the inexpensive mass-produced personal computer (PC),
however, with its collection of associated peripheral devices,
that has brought about revolutionary changes in the way in
which scientists operate. At present, computers are found in
virtually every laboratory instrument. Not only are computers
found in the laboratory but today the scientist has a computer
on the desktop with a high-speed connection to the Internet
and to other computers in the organization. Computers are
now used not only for scientific computations (simulations,
theoretical calculations, modeling, data acquisition, data
analysis, graphical display, and experimental control) but also
for manuscript preparation, visualization, document sharing,
and communication with other scientists and with funding
agencies.

An understanding of the advantages and limitations of
modern electronic devices and computers is important for
today’s scientist. Although it is impossible, and perhaps unde-
sirable, for all chemists to attain knowledge of electronics and
computers at the design level, the development of high-function
integrated-circuit modules and data-acquisition hardware per-
mits a conceptually straightforward top-down approach to the
implementation of electronics and computer technology. In the
top-down view, we assume the perspective that an instrument
is a collection of functional modules that can be represented
as blocks in a schematic diagram such as those depicted in
Figures 4-2, 4-4, and 4-5. Using such an approach, it is possible to
accomplish very sophisticated physicochemical measurements
by connecting several function modules, integrated circuits, or

'See for example, S. R. Crouch and T. V. Atkinson, “The Amazing Evolution
of Computerized Instruments,” Anal. Chem., 2000, 72, 596A, DOI: 10.1021/
ac0029096; T. Hey and G. Papay, The Computing Universe: A Journey through a
Revolution, Cambridge, UK: Cambridge University Press, 2014.
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computers in the correct sequence. It is not usually necessary to
possess detailed knowledge of the internal design of individual
components of an instrumental system. In addition to easing
the learning process, the top-down approach aids in diagnosing
system malfunctions and in the intelligent application of instru-
mental systems to the solution of chemical problems.

4A  ANALOG AND DIGITAL SIGNALS

As described in Chapter 1, chemical data are encoded in
digital, analog, or time domains. An example of a discrete
phenomenon in a nonelectrical domain that may be easily
converted to the digital domain is the radiant energy produced
by the decay of radioactive species. The information consists
of a series of pulses of energy that is produced as individual
atoms decay. These pulses can be converted to an electrical
domain by using an appropriate input transducer, first as ana-
log pulses and then as digital pulses that can be counted. The
resulting information can be interpreted and manipulated as
an integer number of decays, which is a form of nonelectrical
information.

It is important to appreciate that whether a signal result-
ing from a chemical phenomenon is continuous or discrete may
depend on the intensity of the signal and how it is observed.
For example, the yellow radiation produced by heating sodium
ions in a flame is often measured with a phototransducer that
converts the radiant energy into an analog current with a mag-
nitude that may vary over a wide range with time and exper-
imental conditions. However, at low radiation intensity, a
properly designed transducer can respond to the individual
photons, producing a signal that consists of a series of analog
pulses that can be converted to digital pulses and then counted.

Often, in modern instruments an analog signal, such as
shown in Figure 4-1a, is converted to a digital one (Figure 4-1b)
by sampling and recording the analog output at regular time
intervals. In a later section, we consider how such a conversion
is accomplished with an analog-to-digital converter, or ADC.

Digital circuits offer some important advantages over
their analog counterparts. For example, digital circuits are less
susceptible to environmental noise, and digitally encoded sig-
nals can usually be transmitted with a higher degree of signal
integrity. Second, digital signals can be transmitted directly
to digital computers, which means that software can be used
to extract the information from signal outputs of chemical
instruments.”

*For further information, see H. V. Malmstadt, C. G. Enke, and S. R. Crouch,
Microcomputers and Electronic Instrumentation: Making the Right Connections,
Washington, DC: American Chemical Society, 1994; E. Lipiansky, Electrical, Elec-
tronics, and Digital Hardware Essentials for Scientists and Engineers, Piscataway,
NJ: IEEE Press, 2013.
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FIGURE 4-1 Detector response versus time plots for the same
signal in (a) an analog domain and (b) the digital domain.

4B  COUNTING AND ARITHMETIC
WITH BINARY NUMBERS

In a typical digital measurement, a high-speed electronic
counter is used to count the number of events that occur
within a specified set of boundary conditions. Examples of
such signals include the number of photons or alpha decay
particles emitted by an analyte per second, the number of
drops of titrant, or the number of steps of a stepper motor
used to deliver reagent from a syringe. Boundary conditions
might include a time interval such as 1 second, which pro-
vides the frequency of the signal in hertz, or a given change
in an experimental variable such as pH, absorbance, current,
or voltage.

Counting such signals electronically requires that they
first be converted to digital signal levels to provide a series
of pulses of equal voltage compatible with the digital cir-
cuitry of the counter. Ultimately, these pulses are converted
by the counter to a binary number for processing by a com-
puter or to a decimal number for display. Electronic count-
ing is performed in binary-coded-decimal numbers or in
binary numbers. In both of these coding schemes, only two
digits, 0 and 1, are required to represent any number. In
many electronic counters, the 0 is usually represented by a
signal of about 0 V and the 1 by a voltage of typically 5 V.
It is important to recognize that these voltage levels depend
on current technology and are different for different logic



families. For example, many state-of-the-art computers
internally use about 3 V to represent a 1 and use 0 V to sig-
nify a 0.

4B-1 The Binary Number System

Each digit in the decimal numbering system represents the
coefficient of some power of 10. Thus, the number 3076 can be
written as

3 0 7 6

‘% 6 X 10° = 0006

7 X 10" = 0070
0 X 10* = 0000
3 X 10° = 3000

Sum = 3076

Similarly, each digit in the binary system of numbers corresponds
to a coefficient of a power of 2.

4B-2 Conversion of Binary
and Decimal Numbers

Table 4-1 illustrates the relationship between a few decimal and
binary numbers. The examples that follow illustrate methods for
conversions between the two systems.

TABLE 4-1 Relationship between Some Decimal and
Binary Numbers

Decimal Number Binary Representation

0 0
1 1
2 10
3 11
4 100
5 101
6 110
7 111
8 1000
9 1001
10 1010
12 1100
15 1111
16 10000
32 100000
64 1000000
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EXAMPLE 4-1

Convert 101011 in the binary system to a decimal number.

»Solution
Binary numbers are expressed in terms of base 2. Thus,

1 0 1 0 1 1

\%1 x20= 1
1 X2'= 2

0 X22= 0

1 X2°= 38

0 xX2'= 0

1 X2°=32
Sum = 43

EXAMPLE 4-2

Convert 710 to a binary number.

DSolution
As a first step, we determine the largest power of 2 that is less
than 710. Thus, since 2'° = 1024,

2° =512 and 710 — 512 = 198
The process is repeated for 198:
27=128 and 198 — 128 = 70
Continuing, we find that
2°=64 and 70 — 64 =6
2’=4 and 6-—4=2
2!=2 and 2-2=0
The binary number is then computed as follows:

1 60 1.1 O O O 1 1 0

20 - 27 2% - - - 22 2t -

It is worthwhile noting that in the binary numbering sys-
tem, the binary digit, or bit, lying farthest to the right in a num-
ber is termed the least significant bit, or LSB; the one on the far
left is the most significant bit, or MSB.

4B-3 Binary Arithmetic

Arithmetic with binary numbers is similar to, but simpler than,
decimal arithmetic. For addition, only the following four combi-
nations are possible:

0 0 1 1
x0 *l *0 Fl
0 1 1 10

Tutorial: Learn more about binary and binary-coded
decimal at www.tinyurl.com/skoogpia7
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Note that in the last sum, a 1 is carried over to the next higher
power of 2. Similarly, for multiplication,

0 0 1 1
X0 x1 X0 x1
0 0 0 1

The following example illustrates the use of these operations.

EXAMPLE 4-3

Perform the following calculations with binary arithmetic:
(a)7 + 3,(b) 19 + 6,(c) 7 X 3,and (d) 22 X 5.

D) Solution
@@ 7 111 (b) 19 10011
+3 +11 +6 +110
10 1010 25 11001
(© 7 111 (d) 22 10110
X3 X11 X5 X101
21 111 110 10110
1 00000
10101 10110
1101110

Note that a carry operation, similar to that in the decimal
system, is used. Thus, in (a) the sum of the two s in the right
column is equal to 0 plus 1 to carry to the next column. Here,
the sum of the three 1s is 1 plus 1 to carry to the next col-
umn. Finally, this carry combines with the 1 in the next col-
umn to give 0 plus 1 as the most significant digit.

4B-4 Binary-Coded-Decimal Scheme

In the binary-coded-decimal (BCD) scheme, binary bits are
arranged in groups of four to represent the decimal num-
bers 0-9. Each group of four represents one decimal digit in
a number. The BCD code is the same as normal binary for
the numerals 0 through 9. For example, in the number 97, the
nine would be represented by the four binary bits 1001 and the
seven by the four binary bits 0111 so that 1001 0111 in BCD

would represent 97,,. Several decimal numbers are presented
in both binary coding and BCD coding in Table 4-2 to illustrate
the differences.

4C  BASIC DIGITAL CIRCUITS

Figure 4-2 is a block diagram of an instrument for counting
the number of electrical pulses that are received from a trans-
ducer per unit of time. The voltage signal from the transducer
first passes into a shaper that removes the small background
signals and converts the large signal pulses to rectangular
pulses that have the same frequency as the input signal. The
resulting signal is then the input to a gate opened by an inter-
nal clock that provides a precise time interval ¢ during which
input pulses are allowed to accumulate in the counter. Finally,
the BCD output of the counter is decoded and presented as a
decimal number.

4C-1 Signal Shapers

Figure 4-3a shows a circuit of a typical signal shaper. It makes
use of a voltage comparator to convert the input signal to the
pulsed rectangular waveform shown in Figure 4-3c. As shown
in Figure 3-17b, the output of a comparator is either at +limit
or —limit. These two levels are often termed logic levels. Com-
mercial integrated-circuit comparators are designed so that
their outputs have limits of 0 V (LO logic level) or 5 V (HI logic
level). Usually, the HI level is chosen to represent the binary 1
and the LO level represents the binary 0, as we show in Figures
4-2 and 4-3. These HI and LO logic levels are compatible with
most modern digital integrated circuits. As we can see in Figure
4-3b and ¢, when the comparator input voltage v; is greater than
the reference voltage V., the output is HI (logic level 1). On the
other hand, when v; is less than V., the output is LO (logic level
0). Note that the comparator responds only to signals greater
than V,and ignores the fluctuation in the background signal,
provided that noise on the signal or any background fluctuations
are small enough that the signal remains below V... A compara-
tor used for signal shaping is often called a discriminator.

TABLE 4-2 Comparison of Binary and BCD Coding for Various Decimal Numbers

Binary Equivalent

Decimal 2’ 26 2° 2* 2}

Number (128) (64) (32) (16) (8)
83 0 1 0 1 0

97 0 1 1 0 0

135 1 0 0 0 0
198 1 1 0 0 0
241 1 1 1 1 0

22
@)

0
0
1
1
0

BCD Equivalent
1) Hundreds Tens
1 1 0000 1000 0011
0 1 0000 1001 0111
1 1 0001 0011 0101
1 0 0001 1001 1000
0 1 0010 0100 0001
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FIGURE 4-2 A counter for determining voltage pulses per unit time.
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FIGURE 4-3 A signal shaper: (a) circuit, (b) input signal, and
(c) output signal.
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4C-2 Binary and BCD Counters

Binary and BCD counters are available in integrated-circuit
form for the counting of electrical pulses. In fact, the entire
counting system shown in Figure 4-2 is available in a single
integrated circuit. Although a BCD counter is shown, binary
counting systems are also available. Inside a binary counter
chip, the circuitry consists of electronic switches that have
only two possible logic states, HI and LO, or 1 and 0. Each cir-
cuit can then be used to represent one bit of a binary number
(or the coefficient of a power of 2). Two circuits can have four
possible outputs: 0/0, 0/1, 1/0, and 1/1. We can readily show
that three of these circuits have 8 different combinations and
four have 16. Thus, n circuits have 2" distinguishable output
combinations. By using a sufficient number of circuit stages,
the number of significant bits in a count can be made as large
as desired. Thus, eight stages have 256 states, which would
allow counting from 0 to 255. Counting circuits often have an
error of =1 count so that eight binary stages would provide
a count that is accurate to 1 part in 256, or better than 0.5%
relative.

BCD counters are arranged so that on the 10th count, a
pulse is sent to the next decade of a decade counting unit (DCU)),
and the first decade is set to zero. Counters with as many as
10 decades of counting are available.

Counters are made from circuits called flip-flops. The flip-
flops used in many counters change output levels whenever
the input signal changes from logic level 1 to 0; no change in
output is associated with an input change of 0 to 1. Flip-flops
are also integrated circuits that are made up of a suitable
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combination of diodes, resistors, and transistors. In integrated-
circuit counters, several flip-flops are integrated on a chip to
make the counter, and in integrated-circuit counting systems, a
counter, gate, clock, and readout are integrated on a single chip.
Integrated-circuit flip-flops are examples of small-scale inte-
gration (SSI), and complete counting systems are examples of
large-scale integration (LSI).

Simulation: Learn more about counters at
www.tinyurl.com/skoogpia7

4C-3 Counting Measurements

Counting is one of the most reliable forms of measurement.
As discussed in Section 4B, we always count events that occur
within a set of boundary conditions (time per 100 m, apples
per bushel, pulses per second, revolutions per minute, etc.).
In Figure 4-2, the events to be counted are the pulses from
the transducer, and the boundary conditions are used to open the
gate. In this case the clock time ¢ is the boundary condition. The
counter of Figure 4-2 is shown as a frequency meter because it
can measure the number of pulses per unit time (frequency).
A general frequency meter is shown in Figure 4-4a.

From Signal To
— Gate Counter F——
transducer shaper readout
Open Close

Clock
(a)
To
Clock Gate Counter f——>
readout
Open Close
From Signal
—
transducer shaper
(b)
To
Clock Gate Counter F——>
readout
Open Close
Signal Signal
shaper shaper
From From
sensor 1 sensor 2
(©

FIGURE 4-4 Counting measurements. In (a) the frequency meter is shown. Shaped
pulses from the transducer are the input to a counting gate that is opened and closed

by a precision digital clock. In (b), a period meter is shown. Here, the precision clock is
counted for one cycle of the input signal. In (c), the time-interval mode is shown. In this
mode the gate is opened by a signal from sensor 1 and closed by a signal from sensor 2.
The time interval between these two events is measured by counting the number of cycles
of the precision clock.



In a frequency meter, the opening and closing of the
counting gate is not synchronized with the input pulses.
Because of this, there is always an uncertainty of *£1 count in
the results. Hence, to obtain frequency results with less than
0.1% uncertainty, at least 1000 counts must be accumulated. For
low-frequency signals, we either have to count for a long period
of time or rearrange the components of Figure 4-4a. For exam-
ple, if the input frequency were 10 Hz, we would have to count
for 100 s to obtain 1000 counts and an uncertainty of 0.1%. For
a 1-Hz signal, we would have to count for 1000 s for a simi-
lar counting uncertainty. A period meter, shown in Figure 4-4b,
achieves less uncertainty for low-frequency signals by using
the transducer output after shaping to open and close the gate
and counting the number of cycles of the precision clock. If the
clock had a time base of 1 ms, for example, and the input sig-
nal from the transducer were 1 Hz, 1,000 clock pulses would be
counted during 1 cycle of the input signal (1 s). For a 0.1-Hz
input signal, 10,000 pulses would be counted during 1 cycle of
the input signal (10 s). Thus, the period mode is much better
for low-frequency signals.

Figure 4-4c shows one additional mode for a general-
purpose digital counting system, the time-interval mode. Here,
we might be interested in measuring the time that elapses
between two events, such as the firing of a starter’s gun and the
breaking of the tape in a 100-m dash. As can be seen, one of the
events opens the counting gate and the other closes it. The pre-
cision clock is again counted during this interval. Time-interval
measurements are very important in many areas of science. As
one example, the distance from the earth to the moon can be
obtained by measuring the time required for a laser beam to
travel to the moon, be reflected from a mirror on the surface,
and return to earth. Here, the firing of the beam starts the timer
(opens the counting gate) and the return pulse stops it (closes
the gate). Knowing the speed of light and measuring the time
required for a round trip allow calculation of the distance from
earth to moon.

4C-4 Scalers

A DCU produces one carry pulse on the 10th count. In count-
ing, this pulse is fed to the next decade counting stage. How-
ever, it is important to note that the output frequency of a DCU
is the input frequency divided by 10. A 1-MHz input to a DCU
will result in a 100-kHz output. The frequency division is exact
and the accuracy of the output frequency is the same as that of
the input frequency. DCUs can be cascaded to reduce the input
frequency by exact multiples of 10. This process is often called
scaling. Scaling is also used when the input frequency of a signal
is greater than a counting device can accommodate. In this sit-
uation, a scaler is introduced between the signal shaper and the
counter of Figure 4-4a. In period measurements (Figure 4-4b),
if the frequency of the input signal is too high, a scaler is often
introduced between the shaper and the counting gate. This
allows multiple periods to be averaged during the measurement.
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4C-5 Clocks

Many digital applications require that a highly reproducible
and accurately known frequency source be used in conjunc-
tion with the measurement of time as shown in Figure 4-4b
and c. Generally, electronic frequency sources are based on
quartz crystals that exhibit the piezoelectric effect, as described
in Section 1C-4. The resonant frequency of a quartz crystal
depends on the mass and dimensions of the crystal. By varying
these parameters, electrical output frequencies that range from
10 kHz to 50 MHz or greater can be obtained. Typically, these
frequencies are constant to 100 ppm. With special precautions,
such as precise temperature control, crystal oscillators can be
constructed for time standards that are accurate to 1 part in
10 million.

The use of a series of decade scalers with a quartz oscil-
lator provides a precise clock, as illustrated in Figure 4-5. The
frequency can be selected in decade steps from the original
10 MHz to as low as 0.1 Hz. Because there is no noise or vari-
ation in the counting operation, all the outputs are as accurate
and precise as the crystal oscillator used. Integrated circuits
are available containing several decades of scaling. Such cir-
cuits are programmable with the output decade selected by a
binary input.

10 MHz 10 MHz
Crystal o
oscillator
1 MHz
o DCU
100 kHz
L DCU ° Clock
output
10 kHz
— DCU o
1 kHz
] DCU °
Additional
stages

FIGURE 4-5 Precision clock circuit. Each decade counting unit
(DCU) divides the frequency at its input by exactly 10. The accuracy
of each output frequency is equal to that of the crystal oscillator.
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4C-6 Digital-to-Analog Converters

Digital signals are often converted to their analog counterparts
for the control of instruments, for display by readout devices
such as meters and oscilloscopes, or as part of ADCs. Figure 4-6
illustrates a digital-to-analog converter (DAC) and the principle
of one of the common ways of accomplishing this conversion,
which is based on a weighted-resistor ladder network. Note that
the circuit is similar to the summing circuit shown in Figure
3-16b, with four resistors weighted in the ratio 8:4:2:1. From the
discussion of summing circuits we can show that the output vp,¢

is given by
D C B A
Vpac = _Vref(i + -+ -+ 7)
2 4

1 8 (4-1)

where V. is the voltage associated with logic state 1 and D, C, B,
and A designate the logic states (0 or 1) for a 4-bit binary num-
ber in which A is the LSB and D the MSB. If A is in logic state 1,
switch A is closed, if B is in logic state 1, switch B is closed,
and so forth. Table 4-3 shows the analog output from the
weighted-resistor ladder shown in Figure 4-6 when V is 5V
and various combinations of switches are closed.

The resolution of a DAC depends on the number of input
bits that the device will accommodate. An n-bit device has a
resolution of 1 part in 2". Thus, a 10-bit DAC has 2'°, or 1024,
output voltages and, therefore, a resolution of 1 part in 1024; a

\%4

ref

o—8 C 10R -

€ Vpac

FIGURE 4-6 A 4-bit DAC. Here, A, B, C, and D are +5 V for logic
state 1 and 0 V for logic state 0.

TABLE 4-3 Analog Output from the DAC in Figure 4-6

Binary Number  Decimal Switch(es)
DCBA Equivalent Closed Vpac> V
0000 0 none 0.0
0001 1 A -1.0
0010 2 B —2.0
0011 3 Aand B —3.0
0100 4 © —4.0
0101 5 Aand C —5.0

Simulation: Learn more about DACs at
== www.tinyurl.com/skoogpia7

12-bit DAC has a resolution of 1 part in 4096. Note that in our
discussion of DACs and ADCs we use the letter n to represent
the number of bits of resolution of the device and N to represent
the digital output.

4C-7 Analog-to-Digital Converters

The output from most transducers used in analytical instru-
ments is an analog signal. To realize the advantages of digital
electronics and computer data processing, it is necessary to
convert the analog signal from the analog domain to the dig-
ital domain. Figure 4-1 illustrates such a digitization process.
Numerous methods are used for this kind of conversion. Two
common types of ADC are described here: the staircase ADC
and the successive-approximation ADC.

Staircase ADC

Figure 4-7 shows a simplified schematic of a device for convert-
ing an unknown analog voltage v; into a digital number N. Here,
an n-bit binary counter, controlled by the signal from a quartz
clock, is used to drive an n-bit DAC similar to that described
in the previous section. The output of the DAC is the staircase
voltage output vy, shown in the lower part of the figure. Each
step of this signal corresponds to a voltage increment, such as
1 mV. The output of the DAC is compared with the unknown
input v; by means of the comparator. When the two voltages
become identical within the resolution of the DAC, the com-
parator changes state from HI to LO, which in turn stops the
counter. The count N then corresponds to the input voltage in
units of millivolts. Closing the reset switch sets the counter back
to zero in preparation for the conversion of a new voltage, which
is begun by opening the reset switch. The input voltage v; must
be held constant during the conversion process to ensure that
the digital output corresponds to the desired voltage.

The higher the resolution of the DAC, the more precisely
the number will represent v;. This type of converter illus-
trates the measurement process. The DAC output serves as the
reference standard that is compared to v; by the difference detec-
tor (the comparator). The time of conversion is t. = Nt,, where
N is the counter output, which varies with v;, and ¢, is the period
of the clock. This conversion time is advantageous if v; is known
to be relatively small most of the time. If v; is large most of the
time, then ¢, will be proportionally longer. This type of ADC is
often used in nuclear spectroscopy and related fields in which
background signals of low intensity are encountered. The oscil-
lator frequency can be as large as 100 MHz when high-speed
counters, DACs, and comparators are used.

The operation of the staircase ADC can be made contin-
uous by replacing the simple counter by an up-down counter
controlled by the comparator. If v; increases, the comparator
output goes HI and the counter counts up; and if v; decreases,

Simulation: Learn more about ADCs at
——=— www.tinyurl.com/skoogpia7
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FIGURE 4-7 A staircase ADC.

the counter counts down. When the DAC output crosses v;, the
counter alternates between N and N — 1, a range that is within
+1LSB of v;. This type of ADC works well when v; varies only
slowly relative to the conversion time or when a continuous
readout is important.

Successive-Approximation ADC

To understand how a successive-approximation ADC works,
consider the following question: What is the minimum number
of trials necessary to determine, with certainty, a number N that
lies between 0 and 15?2 Assume that following each guess you
are told whether your number was high or low. The answer is
that no more than four guesses are required. To illustrate, sup-
pose that 10 is the target number. Let us first divide the range
in half and guess that the unknown number is 7. The number 7
is less than 10, so the upper half of the range 1-7 is halved and
added to 7 to obtain a second trial number, N =7 + 4 = 11.
This number is too large, so 4 is dropped, and half of 4 is added
to 7, to yield N = 9, which is low. Finally, half of 2 is added to
9 to obtain the target value N = 10. The rules for the successive
approximation are as follows:

Begin with a guess of one half of full range.
If too large, drop guess.
If too small, retain guess.

Add half of previous increment.

Ul A W N =

Repeat steps 2 through 4 until finished.

Note that n guesses are required to determine a number in the
range 0to 2" — 1. For example, 12 guesses are required to
determine with certainty a number between 0 and 4095.

Count

Stop

The successive-approximation ADC uses exactly the same
logic to arrive at a binary or BCD number to represent an
unknown voltage v; as depicted in Figure 4-8a. Here, the 4-bit
DAC of Figure 4-6 is used to illustrate how the successive-
approximation process can be carried out. Assume that
v; = 5.1 V and that all bits are initially set to 0. The first cycle of
the oscillator sets the MSB = 23 to 1, which causes the DAC volt-
age vp,c to change to 8 V as shown in Figure 4-8b. This is called
the test period and labeled T in the figure. Because vp,c > v,
the successive-approximation register (SAR) clears the
2°bit = 1 during the post period, labeled P. The next cycle of the
oscillator causes the 2 bit to be set to logic 1 to give vp,c = 4 V.
Because vp,¢ < v;, the comparator output goes to logic 1 (HI),
which results in the SAR setting this bit to a logic 1 during the
post period. The next cycle then causes bit 2! to be set to 1,
resulting in vp, = 6 V, which is larger than v;. The comparator
output goes to 0, and thus the SAR clears the 2' bit. Finally, the
SAR sets 2° = 1, to give vpyc = 5V, which is <v,. This results
in retaining bit 2° as a logic 1. The process is diagrammed in
Figure 4-8b. The resulting binary number, 0101, represents
the input voltage 5 V * 0.5 V. Note the resolution is +;LSB,
which in this case is 0.5 V.

To increase the resolution of the ADC, a DAC of the
required resolution must be provided and the SAR must have
a correspondingly larger number of bits. Twelve-bit ADCs with
input ranges of =5V, £10V, or 0 to 10 V are typical. Such con-
verters have a fixed conversion time, usually 2 to 8 ps for 12 bits.
Successive-approximation converters of this type are widely used
for computerized timed data acquisition. Because it is important
that the voltage to be measured does not vary during the con-
version process, a fast analog memory called a sample-and-hold
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FIGURE 4-8 Successive-approximation ADC: (a) block diagram of
the ADC and (b) output of the DAC during the conversion process.

amplifier is almost always used to sample and keep the signal of
interest constant during the conversion process.

4D COMPUTERS AND COMPUTERIZED
INSTRUMENTS

The first computers to be used in laboratories in the 1960s were
constructed from discrete components (transistors, diodes,
resistors, capacitors, etc.). These minicomputers were difficult to
use and program, and interfacing them to instruments was often
a complex and frustrating task. Very few programs were avail-
able for experiment control, data acquisition, and data analysis,
so scientists had to become computer programmers to develop
and use computerized instruments.

In the 1970s the situation changed dramatically with the
introduction of the microprocessor and the microprocessor-
based microcomputer. A microprocessor is a large-scale inte-
grated circuit made up of hundreds of thousands and even
millions of transistors, resistors, diodes, and other circuit
elements miniaturized to fit on a single silicon chip a few

millimeters on a side. A microprocessor often serves as an arith-
metic and logic component, called the central processing unit
(CPU), of a microcomputer. Microprocessors also find wide-
spread use for operating such diverse items as analytical instru-
ments, automobile ignition systems, microwave ovens, cash
registers, and electronic games.

Microcomputers consist of one or more microprocessors
combined with other circuit components that provide memory,
timing, input, and output functions. Microcomputers are finding
ever-increasing use for the control of analytical instruments and
for processing, storing, and displaying the data produced. There
are at least two reasons for connecting a computer to an ana-
lytical instrument. The first is that partial or complete automa-
tion of measurements becomes possible. Ordinarily, automation
leads to more rapid data acquisition, which shortens the time
required for an analysis or increases its precision by providing
time for additional replicate measurements to be made. Auto-
mation, moreover, frequently provides better and faster control
over experimental variables than a human operator can achieve;
more precise and accurate data are the result.

A second reason for interfacing computers with instru-
ments is to take advantage of their tremendous computational
and data-handling capabilities. These capabilities make possible
the routine use of techniques that would be impractical because
of their excessive computational time requirements. Notable
among such applications are Fourier transform calculations,
signal averaging, and correlation techniques in spectroscopy to
extract small analytical signals from noisy environments.

The interfacing of these devices to instruments is too large
a subject to be treated in detail in this text. However, there have
been many advances in interface boards and in the software to
control them. Today, readily available hardware and software
allow sophisticated interfacing tasks to be done by chemists as
they perform experiments. The discussion in this chapter is lim-
ited to a general summary of computer terminology, the archi-
tecture and properties of computers, some useful hardware and
software used in instrumental applications, and the advantages
gained by using these remarkable devices.

4D-1 Computer Terminology

One of the problems that faces the newcomer to the field of
computers and computer applications is the bewildering array
of new terms, acronyms, and initialisms, such as CPU, RAM,
ROM, BIOS, FTP, GUI, HTTP, USB, WiFi, LAN, firewall, and
TCP/IP. Unfortunately, these terms are not often defined even
in elementary presentations. Some of the most important terms
and abbreviations are defined here; others will be defined as they
appear later in the chapter.

Bits, Bytes, and Words

Bits are represented in a computer by two electrical states
(HI/LO, or 1/0) that differ from one another normally by 2 to
5 V. A group of eight bits is called a byte. A series of bytes



arranged in sequence to represent a piece of data or an instruc-
tion is called a word. The number of bits (or bytes) per word
depends on the computer; some common sizes include 8, 16, 32,
and 64 bits, or 1, 2, 4, and 8 bytes.

Registers

The basic building block of digital computers is the register, a
physical device that can store a complete byte or a word. A 16-bit
binary counter, for example, can serve as a register that is capa-
ble of holding a 16-bit word.

Data contained in a register can be manipulated in a num-
ber of ways. For example, a register can be cleared, a process by
which the register is reset to all zeros; the ones complement of a
register can be taken, that is, every 1 is changed to 0 and every 0
to a 1. The contents of one register can be transferred to another.
Moreover, the contents of one register can be added, subtracted,
multiplied, or divided by the contents of another. A register in
which these processes are performed is often referred to as an
accumulator. It has been proved that the proper sequence of reg-
ister operations can solve any computational or informational
processing problem no matter how complex provided that there
is an algorithm for the solution. An algorithm is a detailed state-
ment of the individual steps required to arrive at a solution. One
or more algorithms then make up a computer program.

Hardware and Software

Computer hardware consists of the physical devices that make
up a computer. Examples include disk drives, printers, clocks,
memory units, data-acquisition modules, and arithmetic logic
units. The collection of programs and instructions to the com-
puter, including the disks or tapes for their storage, is the soft-
ware. Hardware and software are equally important to the
successful application of computers, and the initial cost of the
software may be as great as the cost of the computer. This is
especially true of sophisticated software packages designed for
special purposes such as data manipulation, curve fitting, or sta-
tistical analysis. Over the past few years, the dramatic increase
in the availability of fast, high-capacity, low-cost PCs has pro-
duced a corresponding demand for useful and user-friendly
software packages. The production and sale of tens or perhaps
hundreds of millions of computers worldwide virtually guar-
antees that a wide variety of software is available at reasonable
cost. These market forces have produced lowered costs even for
special-purpose scientific software, as we shall see in a subse-
quent section.

4D-2 Operational Modes of

Computerized Instruments

Figure 4-9 suggests three ways computers can be used in con-
junction with analytical measurements. In the off-line method
shown in Figure 4-9a, the data are collected by a human oper-
ator and subsequently transferred to the computer for data
processing. The on-line method of Figure 4-9b differs from
the off-line procedure in that direct communication between
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FIGURE 4-9 Three methods of using computers for analytical
measurements: (a) off-line, (b) on-line, (c) in-line.

the instrument and the computer is made possible by means of
an electronic interface where the signal from the instrument is
shaped, digitized, and stored. Here, the computer remains a dis-
tinct entity with provision for mass storage of data and instruc-
tions for processing these data; off-line operation is also possible
with this arrangement.

Most modern instruments are configured as shown in
Figure 4-9c. In this in-line arrangement, a microcomputer or
microprocessor is embedded in the instrument. Here, the oper-
ator communicates with and directs the instrument operation
via the computer. The operator does not, however, necessarily
program the computer, although often the option is available for
doing so. The primary software suite is usually provided with
commercial instruments along with a programming language so
that the users may program optional modes of data acquisition
and manipulation. Often there are several computers or micro-
processors in a given instrument. The user may communicate
with the instrument via one computer, and the instrument may
be controlled and data acquired by others.

In in-line and on-line operations, the data are often trans-
ferred to the computer in real time, that is, as the data are gen-
erated by the instrument. Often, the rate at which data are
produced by an instrument is low enough that only a small
fraction of the computer’s time is occupied in data acquisition;
under this circumstance the periods between data collection
can be used for processing the information in various ways. For
example, data processing may involve calculating a concentra-
tion, smoothing a curve, combining a data point with previ-
ously collected and stored data for subsequent averaging, and
plotting or printing out the result. Real-time processing involves
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data treatment performed simultaneously with data acquisition.
Real-time processing has two major advantages. First, it may
reduce significantly the amount of data storage space required,
thus making possible the use of a less-sophisticated and less-
expensive computer. Second, if there is sufficient time between
the data acquisitions, the processed signal may be used to adjust
instrument parameters to improve the quality of subsequent
output signals. As the speed and storage capacity of micro-
computers has increased, so has the capability for real-time
processing. Currently, with instruments that contain multiple
processors, real-time operations are becoming quite common.

An example of a real-time processing system is a
microprocessor-controlled instrument for automatically per-
forming potentiometric titrations. Usually, such instruments
have the storage capacity necessary to store a digitized form of
the potential versus reagent volume curve, and all other informa-
tion that might be required in the process of generating a report
about the titration. It is also usually the case that such instru-
ments calculate the first derivative of the potential with respect
to volume in real time and use this information to control the
rate at which the titrant is added by a motor-driven syringe. In
the early part of the titration, when the rate of potential change is
low, the derivative is small, so the titrant is added rapidly. As the
equivalence point is approached, the derivative becomes larger,
and the computer slows the rate at which the titrant is added.
The reverse process occurs beyond the equivalence point.

4E COMPONENTS OF A COMPUTER

Figure 4-10 is a block diagram showing the major hardware
components of a computer and its peripheral devices.

4E-1 Central Processing Unit

The heart of a computer is the CPU, which in the case of a
microcomputer is a microprocessor chip. A microprocessor is
made up of a control unit and an arithmetic logic unit. The
control unit determines the sequence of operations by means of
instructions from a program stored in the computer memory.
The control unit receives information from the input device,
fetches instructions and data from the memory, and transmits
instructions to the arithmetic logic unit, output, and memory.

The arithmetic logic unit, or ALU, of a CPU is made up of
a series of registers, or accumulators, in which the intermediate
results of binary arithmetic and logic operations are accumulated.
The Intel Pentium 4 processor contains nearly 50 million tran-
sistors and is capable of operating at clock speeds greater than
3.5 GHz. The Intel Itanium processor contains 22 million transis-
tors (the Itanium 2 processor has 410 million transistors). The fast-
est computers can execute nearly 1 billion instructions per second.

4E-2 Buses

The parts of a computer and its memory and peripheral devices
are joined by buses, each of which is made up of a number of
transmission lines. For rapid communication among the var-
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FIGURE 4-10 Basic components of the digital computer, including
peripheral devices.

ious parts of a computer, all of the digital signals making up
a word are usually transmitted simultaneously by the parallel
lines of the bus. The number of lines in the internal buses of the
CPU is then equal to the size of the word processed by the com-
puter. For example, the internal bus for a 32-bit CPU requires
32 parallel transmission lines, each of which transmits one of
the 32 bits.

Data are carried into and out of the CPU by a data bus,
as depicted in Figure 4-10. Both the origin and destination
of the signals in the data bus line are specified by the address
bus. An address bus with 32 lines can directly address 2%2,
or 4,294,967,296, registers or other locations within the
computer or 4 gigabytes (GB) of memory. The control bus
carries control and status information to and from the CPU.
These transfers are sequenced by timing signals carried in
the bus.

Data must also be transmitted between instrument
components or peripheral devices and the CPU; an external
bus or communication line is used for this type of data transfer.
Table 4-4 summarizes some of the specifications for some
popular external communication standards.
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TABLE 4-4 Specifications for Common Communication Standards

Ethernet Ethernet IEEE-1394 (Fire-
RS-232 IEEE-488 10BaseT 100BaseT USB* Wire)
Type Serial Parallel Serial Serial Serial Serial
Distance (m) 30 20 100 100 4.8 4.5
Maximum baud**  19.2 kbps 10 Mbps 10 Mbps 100 Mbps 12 Mbps (1.1) 400 Mbps (1394a)
480 Mbps (2.0) 800 Mbps (1394b)
5 Gbps (3.0) 1.6 Gbps
10 Gbps (3.1)  (1394b 1600)
3.1 Gbps
(1394b 3200)
Cabling Twisted pair ~ Shielded bundle Twisted pair Twisted pair Shielded Shielded
twisted pair twisted pair

*USB stands for universal serial bus.

**Baud is a measure of the rate at which information can be transmitted. Baud rate units are bits per second.

4E-3 Memory

In a computer, the memory is a storage area that is directly acces-
sible by the CPU. Because the memory contains both data and
program information, the memory must be accessed by the CPU
at least once for each program step. The time required to retrieve
a piece of information from the memory is called its access time;
access times are usually in the tens-of-nanosecond range.

Memory Chips

The basic unit of a memory chip is a cell, which may have one of
two states and is thus capable of storing one bit of information.
Typically, up to a few billion of these cells may be contained on
a single silicon memory chip. Figure 4-11 illustrates the func-
tions associated with an individual memory cell. With a READ
command from the CPU, the logic state (1 or 0) appears as one
of two possible states at the output. A WRITE command allows
the 1 or 0 state from the input terminal to displace the contents
already present in the cell and to store the new value in its place.

Individual cells are produced in arrays on memory chips,
which in turn are mounted on printed circuit boards that plug
directly into the case of the computer. Typically, PCs have on the
order of 128 to 1024 megabytes (MB) of memory, but many differ-
ent configurations are usually available. Because the actual process
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|
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FIGURE 4-11 An individual computer memory cell for the
storage of 1 bit.

of addressing and storing information in memory is either estab-
lished during manufacture or controlled by the CPU, most chem-
ists have little need for an understanding of the detailed design of
memories. However, a little experience with the terminology used
when describing memory is often helpful in selecting the proper
amount of memory for performing a particular computational task.

Types of Memory

There are two types of memory in most computers: random
access memory (RAM) and read-only memory (ROM). The term
random access is somewhat misleading, because ROM may
also be accessed randomly. Random access means that all loca-
tions in the memory are equally accessible and can be reached
at about the same speed. Thus, read-write memory is a more
descriptive term for RAM. Earlier types of semiconductor RAM
were volatile; that is, the information was not retained unless the
memory was refreshed regularly. Many RAM boards now have
battery-backup power supplies that can prevent the loss of any
information if power is lost for 8 hours or more. This sort of
memory is similar to that found in pocket calculators that retain
data and instructions even when turned off.

Read-only memories contain permanent instructions and
data that were placed there at the time of their manufacture.
These memories are truly static in the sense that they retain their
original states for the life of the computer or calculator. The con-
tents of a ROM cannot be altered by reprogramming. A variant of
ROM is the erasable programmable read-only memory (EPROM,
or erasable PROM) in which the program contents can be erased
by exposure to ultraviolet radiation. After this treatment, the
memory can be reprogrammed by means of special equipment.
Also available are ROMs that can be reprogrammed by rela-
tively straightforward logic signals. These ROMs are designated
EAROMs (electrically alterable ROMs). Bootstrap programs that
perform the initialization of a computer system when it is turned
on are usually stored in some type of ROM. When system infor-
mation must be stored when power is off but must occasionally
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be reprogrammed when new devices are installed in the com-
puter, a battery-powered RAM is usually used to store such data.

In some simple digital devices and handheld calculator sys-
tems, ROMs are used to store programs needed for performing
mathematical operations such as obtaining logarithms, expo-
nentials, and trigonometric functions; calculating statistical
quantities such as means, standard deviations, and least-squares
parameters; and formatting data in fixed point, scientific nota-
tion, or engineering notation. In most computers, however,
these operations are carried out in software.

Bulk Storage Devices

In addition to semiconductor memories, computers are usually
equipped with bulk storage devices. Magnetic tapes were for
years the primary means for bulk storage, but tapes have now
been replaced by disks, flash memories that connect via univer-
sal serial buses (USBs), CDs, and DVDs. Disk storage capacities
are constantly increasing. Floppy disks and ZIP disks were once
a common means of storage but are now all but obsolete.

The USB flash drive is a semiconductor memory device that
plugs into a USB port and contains up to 1 TB (terabyte) of nonvol-
atile memory, as of this writing. By the time this book is in print, a
flash drive may contain several TB of data. These devices are about
the size of a stick of gum and can be readily carried in a pocket.

Hard disks capable of storing 5 TB or more are now common.
These devices may be used as the internal hard drive for a com-
puter or auxillary storage in the form of an external USB drive.
The CD ROM has been an attractive storage device for data-
bases, encyclopedias, and for data backup because of its low cost
and ease of duplication. As storage requirements have increased,
DVDs have been used increasingly for data and software distri-
bution. Along with the enormous increase in the capacity of flash
drives, both CD ROMs and DVDs are likely to decrease in popu-
larity. New storage technologies and performance improvements
in existing technologies are constantly emerging.

4E-4 Input-Output Systems

Input-output devices provide the means for the user, or attached
instruments, to communicate with the computer. Familiar input
devices include keyboards, mouses, digital cameras, scanners,
hard disks, CD ROMs, USB flash memories, and the transduced
signals from analytical instruments. Output devices include print-
ers, CD ROMs, USB flash memories, speakers, monitors, and hard
disks. It is important to understand that many of these devices
provide or use an analog signal, although, as we have pointed
out, the computer can respond only to digital signals. Thus, an
important part of the input-output system is an ADC for provid-
ing data in a form the computer can use and a DAC for converting
the output from the computer to a usable analog signal.

An important piece of hardware in the computerized
acquisition, analysis, and output of analytical information is
the data-acquisition module (DAQ). These devices may be
plugged directly into the computer bus, they may be connected
to the computer through a USB port, or they may communicate

through an ethernet port connected to a LAN. DAQs provide a
way to acquire data by means of analog-to-digital conversion, to
feedback analog data to an experiment by means of a DAC, to
provide critical timing in the process, and to transfer digital data
directly to the computer. Figure 4-12a shows a block diagram of a
typical USB-based data-acquisition module. It includes an ADC,
a DAC, a programmable-gain amplifier, digital input and output
lines, memory for temporarily holding collected data, and a pre-
cision real-time clock for critical timing of the data acquisition.
The entire data-acquisition process is carried out by a powerful
onboard microprocessor, which receives user-selected instruc-
tions from the primary computer to which it is attached. A photo
of a data-acquisition module is presented in Figure 4-12b.

The main computer carries out data analysis and long-term
bulk data storage by using a software package such as those
discussed in the next section. The operator controls the over-
all process through interactions with the main computer. Using
data-acquisition modules such as these, virtually any instrument
or experiment can be interfaced with a computer for efficient
analysis and output of instrumental data.

One current trend in modern analytical instrumentation is to
use devices that connect to the computer via a USB port (see Table
4-4). The USB standard allows connection of up to 127 different
devices in a simple, straightforward manner. Currently, printers,
cameras, disk drives, scanners, webcams, networking components,
some data-acquisition systems, and some analytical instruments
are available with USB interfaces. Some devices now include a
FireWire connection. With these, several devices can be connected
in series (daisy-chained) so that only one FireWire port is required
for multiple units. Devices that require high-speed connections,
such as high-frequency data-acquisition modules, still require
interface boards that connect directly to the internal computer bus.

4F COMPUTER SOFTWARE

In the past, it was necessary for scientists to write programs in
machine code or assembly language to acquire data, process
data, and control experiments. The age of PCs has brought
about a wide variety of useful programs for scientists, teachers,
students, business professionals, and home users. Currently,
commercial software is available for data acquisition, statistical
processing, graphical presentation, word processing, spreadsheet
applications, database management, and many other applica-
tions. Today, scientists typically write their own programs only
for specialized applications for which commercial software is
nonexistent. Programs for these purposes are usually written in
a high-level language such as C, and its variants C++, C#, and
Objective C, BASIC, Visual BASIC, FORTRAN, or R.

4F-1 Spreadsheets

Spreadsheets were originally designed as a tool for business, but
as they became easier to use, people from all walks of life began
to use them to carry out numerical computations in many
fields, including science. When software manufacturers realized
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FIGURE 4-12 Computer data-acquisition module: (a) block diagram of the module; (b) photo of the USB data acquisition module;

(c) connector blocks on the sides of the module with screw terminals for connecting external signals to the inputs and devices to the
outputs. AI refers to analog inputs, AO refers to analog outputs, and PO, P1, and P2 refer to numbered digital ports that may be configured
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others, see www.ni.com. (Reprinted with permission of National Instruments Corporation).
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FIGURE 4-13 Excel spreadsheet containing data from the infrared absorption spectrum of 1,4-dioxane.

the diverse nature of their clientele, they began to add highly
sophisticated and specialized functions to their spreadsheets.
For example, Microsoft® Excel now contains many functions
that can be used to save steps when developing complex statis-
tical or engineering analyses.” These relationships include basic
statistical functions, such as mean, standard deviation, median,
mode, and various distribution functions, and advanced statisti-
cal functions, such as linear and nonlinear least squares, -tests,
F tests, random-number generation, and analysis of variance.

Figure 4-13 shows an Excel spreadsheet for analyzing and
plotting spectral data files. Columns A and B of the spreadsheet
contain data from the infrared spectrum of 1,4-dioxane. The
data were collected with a Fourier transform infrared spectrom-
eter. Software is available from several companies to import data
directly into spreadsheets such as Excel. The user then manipu-
lates the data by implementing the built-in functions of Excel or
writing specialized routines.

4F-2 Statistical Analysis

Many scientists use statistical software packages for doing more
complex or more complete analysis than can be done with spread-

*For additional information on spreadsheet applications, see S. R. Crouch and E. J.
Holler, Applications of Microsoft” Excel in Analytical Chemistry, 3rd ed., Belmont,
CA: Cengage Learning, 2017.

sheets. Some popular statistics packages include MINITAB, SAS,
SYSTAT, Origin, STATISTICA, SigmaStat, and STATGRAPH-
ICS Plus. In addition to the normal statistics functions that are
included in many spreadsheet programs, these statistical pro-
grams can often carry out more advanced functions such as
experimental design, partial least-squares regression, principal
components analysis, factor analysis, cluster analysis, time-series
analysis, control chart generation, and nonparametric statistics.

A typical output from MINITAB is shown in Figure 4-14.
Here, the determination of Na by flame spectrometry is shown
with and without using a Li internal standard. The open win-
dows show the data (Worksheet window), the regression sta-
tistics (Session window), and the two x-y (scatter) plots. The
internal standard method is seen to give the better linearity.

4F-3 Mathematics Tools

Several types of mathematics tools are available commercially.
A tool of special interest to chemists is the equation solver, a pro-
gram that quickly solves complex mathematical equations such
as those found in the study of multiple equilibria. Several equa-
tion solvers are available, including TK Solver, Mathematica, and
Mathcad. All of these programs have been rated highly, and thus
the choice of which to use depends on the tasks at hand and the
resources available.
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FIGURE 4-14 Minitab output for internal standard method for determining sodium by flame spectrometry. The data are
shown in the Worksheet window at the lower left. The upper plot show the least-squares line for the Na intensity versus
the Na concentration in ppm. The lower plot is for the intensity ratio of Na to Li versus concentration. The regression

statistics in the Session window show that the internal standard method gives better linearity. Compare to Figure 1-12

for a spreadsheet version of the same data.

TK Solver has many built-in functions and integrates
nicely with Excel. It is a rules-based programming system.
Mathematica handles symbolic calculations and readily allows
numerical modeling and simulations. Because of its low cost,
power, ease of use, and intuitive nature for representing com-
plex mathematical expressions, Mathcad has become popular
in the physical sciences and in engineering for solving a tre-
mendous variety of computation problems from basic statis-
tical analysis to eigenvalue-eigenvector problems in quantum
chemistry.

Excel has a built-in Solver that is very useful in solving
equations and fitting models to data. For chemical problems,
Excel’s Solver can be used in fitting nonlinear models such as
those encountered in kinetics, chromatography, and other

areas.” Figure 4-15 shows an example of using Excel’s Solver to
estimate the Michaelis constant K, and the maximum velocity
vy, for an enzyme-catalyzed reaction. The initial estimates gave a
very poor fit to the data points, as seen in Figure 4-15a. By using
Solver to minimize the sum of the squares of the residuals, SSR,
the much better fit in Figure 4-15b was obtained.

Figure 4-16 illustrates the application of MINITAB to the
production of a control chart for monitoring a process that
produces a liquid detergent sample. The sample pH is plotted and

“For more information on Excel’s Solver, see S. R. Crouch and . J. Holler, Applica-
tions of Microsoft” Excel in Analytical Chemistry, 3rd ed., Belmont, CA: Cengage
Learning, 2017.
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FIGURE 4-15 Nonlinear estimation by Excel’s Solver for enzyme kinetics. In (a), data for the fumarase-catalyzed
hydrolysis of fumarate to malate are shown as rate, d[P]/dt, versus concentration of fumarate. Initial estimates of the
Michaelis constant K, and the maximum rate v,, result in the line shown in the plot. In (b), Solver has minimized the
sum of the squares of the residuals (SSR), and converged on values of K, and v,, that give a much better fit to the data
points. (From S. R. Crouch and F. J. Holler, Applications of Microsoft® Excel in Analytical Chemistry, 3rd ed., Belmont,

CA: Cengage Learning, 2017, pp. 372-375.)

the upper and lower control limits are obtained from the data.’
One of the observations is seen to fall outside the control limits.

Sophisticated programs for dealing with matrix algebra and
various applications are also available. MathWorks MATLAB
is one of the most popular. In addition to the basic program, a
variety of applications modules, called toolboxes, are available

*For information on control charts, see D. A. Skoog, D. M. West, E. J. Holler,
and S. R. Crouch, Fundamentals of Analytical Chemistry, 9th ed., Belmont, CA:
Brooks/Cole, 2014, pp. 188-190.

for matrix applications. Some of the available toolboxes include
statistics, instrument control, chemometrics, image processing,
bioinformatics, and signal processing. In addition to those pro-
vided by the parent company, many other software developers
provide tools for use with MATLAB.

4F-4 Scientific Packages

A number of software packages have been developed specifi-
cally for use in chemistry and related sciences. Programs are
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FIGURE 4-16 Minitab output for the control chart for the production of a liquid detergent sample. The sample
pH was monitored for 25 samples. The mean of the 25 samples is shown along with the upper control limit (UCL)
and the lower control limit (LCL). Observation 8 is outside the UCL and observation 20 just reaches the LCL.

available for tasks as diverse as drawing organic molecular
structures (ChemWindows and ChemDraw), for performing
thermodynamic calculations (HSC Chemistry for Windows),
for curve fitting (SYSTAT Software’s TableCurve and PeakFit),
for spectroscopic data analysis and plotting (Thermo Scien-
tifics GRAMS software), and for laboratory data acquisition,
analysis, and presentation (National Instrument’s LabVIEW).

GRAMS

To illustrate the utility of software for data analysis, let us
consider GRAMS, which stands for graphic relational-array
management system and refers to spectrograms and chromato-
grams. GRAMS is a suite of integrated software modules cen-
tered around the GRAMS/AI spectroscopy data-processing and
reporting software. The individual components of the suite can
be used alone or in conjunction with GRAMS/AI The modules
include GRAMS/3D for visualizing and plotting multidimen-
sional data sets, SPECTRAL DB for creating databases that can
be shared by groups, and SPECTRAL ID for performing qualita-
tive spectral identification. In addition, modules are available for
creating chemometric calibration models (PLSplus/IQ) and for
data exchange with Excel. GRAMS is capable of reading, analyz-
ing, and translating data files generated by more than 100 differ-
ent chemical instruments and other software packages, including
spectrometers, chromatographs, and other instruments. Data
files may be translated to and from these file formats, which
include ASCII format, comma-delimited format, and spread-
sheet formats as well as standard spectroscopic formats such as

JCAMP. Figure 4-17 illustrates the use of GRAMS/ALI for fitting
peaks and baselines for a series of overlapped chromatographic
peaks. Such software tools are indispensable in finding the indi-
vidual components of a mixture separated by chromatography.

Plotting Packages

Several packages provide publication-quality graphics designed
for use by scientists. Although general-purpose programs
such as Excel have fairly extensive plotting capabilities, these
more specialized programs have advanced capabilities, such as
two- and three-dimensional plotting, contour plot generation,
advanced statistical plotting, multiple-axis plotting, and many
other features. Packages such as SYSTAT Software’s SigmaPlot,
OriginLab’s Origin, and GRAMS/AT have features that allow sci-
entists to prepare plots for publication, presentation, and class-
room use.

LabVIEW

The LabVIEW program provides a graphical environment for
data acquisition from a variety of instruments, for many dif-
ferent types of data analysis, and for sophisticated data pre-
sentation. The data-acquisition section of LabVIEW works in
conjunction with the National Instruments Data Acquisition
boards. Data can be acquired from plug-in boards, from USB
devices, and from Ethernet-based systems. LabVIEW allows
the user to set up virtual instruments with front panels that are
customized for a particular acquisition and measurement situ-
ation as shown in Figure 4-18. Components and processes can
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FIGURE 4-17 Computer display of GRAMS/AI being used to fit peaks and baselines for several
overlapping peak-shaped signals. (Courtesy of Thermo Fisher Scientific)
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FIGURE 4-18 LabVIEW front panel for a data-acquisition system allows the user to choose parameters
such as sampling rate, sample length, and filtering values. (Reprinted with permission of National
Instruments Corporation.)



B Voltage - Continuous Input.vi [USB-6003 Voltage.vi] Block Diagram 2

File Edit View Project Operste Tools Window Help

_ [21®] &[] [@][#5] el .+ [15pt Applcation Font |+ | [Ta= [[%a~ | [~ [oud

»» 4G Applications of Computers 91

[serch QA ?"]E

|l Search

Number of Samples
i

Channel Timing

Logging
Settings gs i

DAGmx - Data Acquisition
4 | searcn | <, Customize~ |

LiooLn E w4

Task Const Chlnﬂd Const Cﬂl! Chan... Read Wiite Wait

| & B &

‘ Triggering Start Stop Clea
CNMdNNe Timing Node Triggering N..  flead Node  Write Node

I L »
2] i = R
mm Real-Time DevConfig TaskConfig/..  Advanc

FIGURE 4-19 LabVIEW block diagram of data-acquisition and measurement processes. (Reprinted with permission of

National Instruments Corporation.)

be visualized with block diagrams as shown in Figure 4-19 and
connectivity changed readily.

The data-analysis part of LabVIEW includes such tools as
curve fitting, signal generation, peak analysis, Fourier analysis,
deconvolution, smoothing, and various mathematical opera-
tions. The program also integrates with standard mathematics
software such as Mathcad and MATLAB.

The presentation part of LabVIEW includes a variety of
tools for plotting and visualization, such as two- and three-
dimensional charting, report-generation tools, and web-
publishing tools. Instrument control panels and block diagrams
can be published via the web, and virtual instruments can be
accessed and controlled remotely on the Internet.

The LabVIEW environment is one that allows virtual
instruments to be configured and used with relative ease.
Many templates and an extensive network of users are avail-
able for assistance in developing applications for LabVIEW. The
program finds extensive use in industry, in research laboratories,
and in teaching laboratories.

4G  APPLICATIONS OF COMPUTERS

Computer interactions with analytical instruments are of
two types, passive and active. In passive applications, the
computer does not participate in the control of the experi-
ment but is used only for data handling, processing, storing,
file searching, or display. In an active interaction, the output
from the computer controls the sequence of steps required for
operation of the instrument. For example, in a spectroscopic
determination, the computer may choose the proper source,
cause this source to be activated and its intensity adjusted to
an appropriate level, cause the radiation to pass through the
sample and then a blank, control the monochromator so that
a proper wavelength is chosen, adjust the detector response,
and record the intensity level. In addition, the computer may
be programmed to use the data as it is being collected to vary
experimental conditions in such a way as to improve the qual-
ity of subsequent data. Instruments with computer control are
said to be automated.
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4G-1 Passive Applications

Data processing by a computer may involve relatively simple
mathematical operations such as calculation of concentrations,
data averaging, least-squares analysis, statistical analysis, and
integration to obtain peak areas. More complex calculations may
involve the solution of several simultaneous equations, curve
fitting, averaging, and Fourier transformations.

Data storage is another important passive function of
computers. For example, a powerful tool for the analysis of
complex mixtures results when gas chromatography (GC) is
linked with mass spectrometry (MS) (see Chapters 11, 20, and
27). GC separates mixtures on the basis of the time required for
the individual components to appear at the end of a suitably
packed column. MS permits identification of each component
according to the mass of the fragments formed when the com-
pound is bombarded with one of a number of different types
of particles such as electrons. Equipment for GC/MS may pro-
duce data for as many as 100 spectra in a few minutes, with
each spectrum being made up of tens to hundreds of peaks.
Conversion of these data to an interpretable form (a graph) in
real time is often impossible. Thus, the data are usually stored
in digital form for subsequent processing and presentation in
graphical form.

Identification of a species from its mass spectrum involves
a search of files of spectra for pure compounds until a match is
found; done manually, this process is time consuming, but it can
be accomplished quickly by using a computer. Here, the spec-
tra of pure compounds, stored on a hard disk, are searched until
spectra are found that are similar to the analyte. Several thou-
sand spectra can be scanned in a minute or less. Such a search
usually produces several possible compounds. Further compar-
ison of the spectra by the scientist often makes identification
possible.

Another important passive application of the power of
computers in GC/MS uses the high-speed data fetching and
correlating capabilities of the computer. Thus, for example, the
computer can be called on to display on a monitor the mass
spectrum of any one of the separated components after the com-
ponent has exited from a gas chromatographic column.

4G-2 Active Applications

In active applications only part of the computer’s time is devoted
to data collection, and the rest is used for data processing and
control. Thus, active applications are real-time operations. Most
modern instruments contain one or more microprocessors that
perform control functions. Examples include adjustment of
(1) the slit width and wavelength settings of a monochro-
mator, (2) the temperature of a chromatographic column,
(3) the potential applied to an electrode, (4) the rate of addi-
tion of a reagent, and (5) the time at which the integration of a
peak is to begin. For the GC/MS instrument considered in the
last section, a computer is often used to initiate the collection of

mass spectral data each time a compound is sensed at the end of
the chromatographic column.

Computer control can be relatively simple, as in the exam-
ples just cited, or more complex. For example, the determination
of the concentration of elements by atomic emission spectros-
copy involves the measurement of the heights of emission lines,
which are found at wavelengths characteristic for each element
(see Chapter 10). Here, the computer can cause a monochro-
mator to rapidly sweep a range of wavelengths until a peak is
detected. The rate of sweep is then slowed to better determine
the exact wavelength at which the maximum output signal is
obtained. Intensity measurements are repeated at this point until
an average value is obtained that gives a suitable signal-to-noise
ratio (see Chapter 5). The computer then causes the instrument
to repeat this operation for each peak of interest in the spec-
trum. Finally, the computer calculates and sends to the printer
the concentrations of the elements present.

Because of its great speed, a computer can often control
variables more efficiently than can a human operator. Further-
more, with some experiments, a computer can be programmed
to alter the way the measurement is being made, according to
the nature of the initial data. Here, a feedback loop is used in
which the signal output is converted to digital data and fed back
through the computer, serving to control and optimize how later
measurements are performed.

4H COMPUTER NETWORKS

The connection of two or more computers produces a computer
network, or simply a network. In today’s world, computer net-
works are all around us. We get money from an ATM, access the
Internet for information, and watch programs on digital cable
television. Each of these examples requires a computer network.
Today, networks significantly increase the efficiency with which
information can be transmitted and manipulated.®

4H-1 Network Types

Networks encompass an enormous number of possible inter-
actions between computers, but they can be classified into local
area networks, wide area networks, and the Internet. None of
the physical networks described here will operate without the
appropriate software on all the interconnected machines.

Local Area Networks

A local area network, or LAN, is the least complex type of
network. A LAN is a group of linked computers all located at

°B. Hallberg, Networking: A Beginner’s Guide, 6th ed., New York: McGraw-Hill,
2013; L. L. Peterson, B. S. Davie, Computer Networks: A Systems Approach, 4th ed.,
Burlington, MA: Kaufmann, 2007; C. Wu and J. D. Irwin, Introduction to Com-
puter Networks and Cybersecurity, Boca Raton: CRC Press, 2013.



a single site. The usual LAN has a high data-transfer rate rang-
ing from a few megabits per second (Mbps) to gigabits per
second (Gbps).

Many LANs are physically connected by wires. More
recently, wireless networks have become popular, allowing com-
puters to communicate through radio waves sent among trans-
mitter and receivers. In the past, wired LANs used a bus-type
architecture, in which computers were connected to a long cable
(the bus) with taps along its length as shown in Figure 4-20a.
If any of the links between computers were broken in a bus
topology, the entire network went down. Coaxial Ethernet net-
works (10Base5 and 10Base2) were examples of bus networks.
These have been replaced in more modern networks by star
topology networks. Twisted-pair Ethernet networks (10BaseT
or 100BaseT) use the star topology shown in Figure 4-20b. Star
networks are more robust and less prone to interruptions than
bus-type networks. Ring networks use a configuration similar to
the star network, but in the ring network information circulates
in a ring around the network. The IBM Token Ring network and
the fiber-optic distributed-data interface (FDDI) network use
ring structures.

The computers in a network where users work are called
workstations. A computer whose resources are shared with other
computers on the network is called a server. In addition to these
physical devices, hubs, access units, network cards, and the
appropriate wiring and cabling are needed along with software
to establish a LAN.

Wide Area Networks

A second type of network is the wide area network, or WAN.
With a WAN, the computers involved are geographically
scattered. These networks are usually LANs joined by high-
speed interconnections and devices called routers that manage
data flow. WANSs are usually accessed by leased digital phone
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lines (T-carrier lines) operating in the United States at 1.5 Mbps
(T-1 lines) or 45 Mbps (T-3 or DS3 lines). These leased lines can
be quite expensive, running hundreds of dollars per month for
T-1 lines to thousands for T-3 lines.

The Internet

Finally, there is the Internet, which is capable of rapidly trans-
mitting digital representations of an almost unbelievable variety
of textual, graphical, audio, and video information throughout
the world. The Internet is really a network of networks. It can
be accessed in several different ways: by a standard dial-up tele-
phone line, by a cable modem using the same coaxial cable lines
that provide cable television signals, and by a digital subscriber
line (DSL), which is a private telephone line partitioned for data
transmission. The dial-up line is usually limited to a 56 kilobaud
transmission rate, and as a result, such lines are too slow for all
but the text-based communication with few graphics. The cable
modem and DSL connections are usually termed broadband
connections. A cable modem is much faster than dial-up, with a
maximum throughput of 50 Mbps. However, because cable com-
munications are based on a shared network topology, bandwidth
is not always available when needed. One type of DSL, the asym-
metric DSL, can provide downloading speeds to the subscriber
of more than 20 Mbps and uploading speeds of more than
800 kilobits per second (kbps). Because DSL uses a private phone
line, there is no degradation of speed as the number of users
increases. The speed does, however, depend on the distance of
the subscriber from the central telephone office. Security is also
less of an issue with DSL than with cable modems.

The Internet will eventually deliver information to virtu-
ally every home via high-speed (hundreds of Mbps) cables or
telephone lines. Today, much of the world’s information, includ-
ing scientific data, journals, and other types of reports, is already
available on the Internet.

D Workstation
Workstation | Token-ring
MAU
> Network
Workstation printer

(c)

FIGURE 4-20 Network topologies. In (a), the bus topology is shown. Here, computers communicate along a physical bus. Software
is necessary on the various devices to allow communication. In (b), a star topology is shown. Here, a junction box or hub
connects computers to one another. In (c), a token-ring topology is shown. Information circulates in a ring around the network.

MAU = multistation access unit.
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FIGURE 4-21 Laboratory information management system (LIMS) data and sample
management overview. (Reprinted with permission from F. I. Scott, Amer. Lab., 1987,
19 (11), 50. Copyright 1987 by International Scientific Communications, Inc.)

4H-2 Laboratory Information
Management Systems

Networking computers in a laboratory environment can result
in enormous quantities of data to be handled, manipulated, and
stored. In addition, government regulations, sample validation,
and quality control dictate that data be archived and readily
recalled at any time. A laboratory information management sys-
tem (LIMS) can address these concerns.”

“For more information, see C. Paszko and E. Crossland, Laboratory Information
Management Systems, 2nd ed., New York: Dekker, 2001.

A well-designed LIMS keeps track of all of the information
about all of the samples and projects that have been completed
or are in progress. Figure 4-21 summarizes many of the pro-
cesses that might be controlled by a LIMS in a testing laboratory
and provides an overview of some of the options that might be
exercised as a sample is processed. Finally, Figure 4-22 is a block
diagram of a computer system designed to totally automate an
entire laboratory. Note that at the bottom of this figure entire
laboratories are designated by boxes; within each of these labo-
ratories a LAN would be used to coordinate activities and com-
municate with the next level in the hierarchy. In this system we
see that two different types of LIMSs are used; those designated
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FIGURE 4-22 Block diagram of an entire automated laboratory system. SNA = systems network architecture;
SM = system-sample management; DM = data management; R&D = research and development;

HPLC = high-performance liquid chromatography; QA = quality assurance. (Reprinted with permission

from E. L. Cooper and E. J. Turkel, Amer. Lab., 1988, 20 (3), 42. Copyright 1988 by International Scientific

Communications, Inc.)

DM are standard for data-management LIMSs, and the SM
designation stands for system-sample management. Essentially
the only difference between these coordinating computers, or
servers, is the software that controls the communication and
the data handling. The SNA (systems network architecture)
gateway represents a means of connecting this laboratory’s
cluster of computers with the primary server at the corporate
headquarters.

» QUESTIONS AND PROBLEMS

Large multinational corporations often use LIMS to share
laboratory data throughout the world. For example, Procter &
Gamble does business in over sixty countries, and all of their
analytical chemistry labs are connected through a system called
GAIMS (Global Analytical Information Management System).
The system is based on the commercial system called LabWare.®

SLabWare, Inc., Wilmington, DE.

* Answers are provided at the end of the book for problems marked with an asterisk.

Problems with this icon are best solved using spreadsheets.

*4-1  Convert each of the following decimal numbers to its binary equivalent.
(a) 37 (b) 93 (c) 129 (d) 355
*4-2  Convert each of the decimal numbers in Problem 4-1 into BCD numbers.

4-3  Based on your results in Problems 4-1 and 4-2, which is more efficient in expressing decimal numbers in the
fewest number of bits, binary or BCD? Why is the less efficient coding scheme still very useful?

4oty

(a) 110 (b) 11101

(c) 1100101

Convert each of the following binary numbers into its decimal equivalent.

(d) 1101011011
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Y QUESTIONS AND PROBLEMS (continued)

*4-5

4-6

* 47

*4-8

4-9

4-10

*4-11

*4-12

Convert each of the following BCD numbers into its decimal equivalent.
(a) 1001 (b) 1001 1001 (c) 00110100 0011 (d) 1001 0110 1000

Based on your results in Problems 4-4 and 4-5, which of the two coding schemes is easier to convert to
decimal, binary or BCD? Why?

Perform the following calculations using binary numbers and convert the result back to decimal.
@@ 8+5 (b) 339 + 25 (c) 47 + 16 (d) 2x9

Three ADCs all have a range of 0 to 12 V and a digitization uncertainty of 1 LSB. What is the maximum
uncertainty in the digitization of a 10-V signal if the converters have

(3) 8bitsz  (b) 12 bits? (c) 16 Dbits?

Repeat Problem 4-8 if a 1.2-V signal is being digitized with the same three ADCs and the input signal is
(a) not amplified and (b) amplified by 10 to bring it to full scale.

The maximum percentage error of a voltage processed by an ADC is given by the following equation:
max % error = (maximum uncertainty/measured voltage) X 100%

If the same ADC is used, how do the percentage errors in measured voltages compare if the measured
voltages are 12 V and 1.2 V?

ADC:s digitize at different rates. What conversion rate is required if a chromatographic peak is to be
sampled and digitized 25 times between the first positive deflection from the baseline until the peak
returns to the baseline? The total baseline-to-baseline time is (a) 20 s and (b) 1 s.

According to the Nyquist sampling criterion (see Section 5C-2), a signal must be digitized at a rate at least
twice that of the highest frequency in the signal to avoid a sampling error. If a particular 12-bit ADC has a
conversion time of 5 ps, what is the highest frequency that can be accurately digitized while satisfying the
Nyquist criterion?

Challenge Problem

4-13

Use a search engine such as Google to find information about Gordon E. Moore and Moore’s law, the
famous law about technological advances that he proposed.

(@) What is Moore’s law? Give a brief description in your own words.

(b) Who is Gordon E. Moore? What was his position at the time he first proposed Moore’s law? What
company did he later cofound? With whom did he cofound this company?

(c) Inwhat field did Gordon E. Moore obtain his BS degree? At what university did he receive his
BS degree? Where did he obtain his PhD degree? In what field was his PhD degree?

(d) What Nobel Prize-winning physicist gave Gordon E. Moore his first job opportunity?

(e) What was the number of the first microprocessor developed at Moore’s company and how many
transistors did it have? When was it introduced?

(f) Read the article by Thomas Friedman on Moore’s law, and watch the video of his interview of
Gordon E. Moore.” In what year in what publication did Moore make his prediction? What was the
most important lesson that Moore learned from his law? What stimulated his interest in science and
engineering? What does Moore see as the biggest problem in science? How would you describe the
status of Moore’s Law today?

°T. L. Friedman, “Moore’s Law Turns 50, New York Times, May 13, 2015. Accessed May 17, 2015. http://www.nytimes.com/2015/05/13/
opinion/thomas-friedman-moores-law-turns-50.html.
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(g) One important benchmark of computational progress is the performance-to-price ratio (PPR) of
computers.'’ The PPR is the number of bits per word divided by the product of cycle time (1/clock
speed) and price. The original IBM PC (1981) with an 8-bit word length, a 4.77 MHz clock, and a price
tag of $5000 came in with a PPR of ~7600. Computers based on other processors available in 2000 are
listed in the following table."’ Calculate the PPR of each of these computers. Does Moore’s law hold for
the PPR? How did you come to your conclusion?

Clock Speed, Computer
Processor Type Year MHz Bits/Word Price, $
286 1982 6.0 16 5000
486 1989 25 32 4000
Pentium 1993 60 32 3500
Pentium II 1997 266 32 3000
Pentium III 1999 700 32 2500
Pentium 4 2000 3000 64 2000

1%See S. R. Crouch and T. V. Atkinson, Anal. Chem. 2000, 72, 596A-603A, DOI: 10.1021/ac0029096.



chapterFIVE

Signals and Noise

very instrumental measurement is made up of

two components. One component, the signal,

carries information that is of interest to the
scientist, for example, information about the analyte.
The second, called noise, is made up of unwanted
fluctuations in the signal that obscure the measure-
ment and degrade precision and accuracy. Noise also
places a lower limit on the amount of analyte that can
be detected. In this chapter we describe some of the
common sources of noise and how the effects of noise
can be minimized.

‘ ) | Throughout this chapter, this logo indicates
= an opportunity for online self-study at
www.tinyurl.com/skoogpia7, linking you to
interactive tutorials, simulations, and exercises.
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5A THE SIGNAL-TO-NOISE RATIO

The effect of noise' on a signal is shown in Figure 5-1a, which is a
recording of a tiny direct current of about 10~ "> A. Figure 5-1b is
a theoretical plot of the same current in the absence of noise.” The
difference between the two plots corresponds to the noise asso-
ciated with this experiment. Unfortunately, noise-free data, such
as that shown in Figure 5-1b, can never be realized in the labora-
tory because some types of noise arise from thermodynamic and
quantum effects that are impossible to avoid in a measurement.

In most measurements, the average strength of the noise N is
constant and independent of the magnitude of the signal S. Thus,
the effect of noise on the relative error of a measurement becomes
greater and greater as the quantity being measured decreases in
magnitude. For this reason, the signal-to-noise ratio (§/N) is a much
more useful figure of merit than noise alone for describing the qual-
ity of an analytical method or the performance of an instrument.

For a dc signal, such as that shown in Figure 5-1a, the magni-
tude of the noise is conveniently defined as the standard deviation
s of numerous measurements of the signal strength, and the signal
is given by the mean x of the measurements. Thus, S/N is given by

S mean % (5-1)

N standard deviation

Note that the signal-to-noise ratio x/s is the reciprocal of
the relative standard deviation, RSD (see Section alB-1, Appen-
dix 1), of the group of measurements. That is,

L

" RSD -2

Zlw

"The term noise is derived from radio engineering where the presence of an
unwanted signal is manifested as audio static or noise. The term is applied now
throughout science and engineering to describe the random fluctuations observed
whenever replicate measurements are made on signals. Random fluctuations are
described and treated by statistical methods (see Section alB, Appendix 1).

*For a more detailed discussion of noise, see T. Coor, J. Chem. Educ., 1968, 45,
A533, DOI: 10.1021/ed045pA533, A583, DOI: 10.1021/ed045pA583; G. M.
Hieftje, Anal. Chem., 1972, 44 (6), 81A, DOI: 10.1021/ac60314a780; J. D. Ingle, Jr.
and S. R. Crouch, Spectrochemical Analysis, Ch. 5, Upper Saddle River, NJ: Pren-
tice Hall, 1988; H. V. Malmstadt, C. G. Enke, and S. R. Crouch, Microcomputers
and Electronic Instrumentation: Making the Right Connections, Washington, DC:
American Chemical Society, 1994.
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FIGURE 5-1 Effect of noise on a current measurement:

(a) experimental strip-chart recording of a 0.9 X 10~ A direct
current, (b) mean of the fluctuations. (Adapted from T. Coor,

J. Chem. Educ., 1968, 45, A583. With permission.)
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FIGURE 5-2 Effect of signal-to-noise ratio on the NMR spectrum
of progesterone: A, S/N = 4.3; B, S/N = 43. (Adapted from R. R.
Ernst and W. A. Anderson, Rev. Sci. Inst., 1966, 37, 93, DOI:
10.1063/1.1719961. With permission.)

For a recorded signal such as that shown in Figure 5-1a, the
standard deviation can be estimated easily at a 99% confidence
level by dividing the difference between the maximum and the
minimum signal by five. Here, we assume that the excursions
from the mean are random and can thus be treated by the meth-
ods of statistics. In Figure al-5 of Appendix 1, it is seen that 99%
of the data under the normal error curve lie within *2.5¢ of the
mean. Thus, we can say with 99% certainty that the difference
between the maximum and minimum encompasses 50. One
fifth of the difference is then a good estimate of the standard
deviation.

As a general rule, it becomes impossible to detect a sig-
nal when the signal-to-noise ratio becomes less than about
2 or 3. Figure 5-2 illustrates this rule. The upper plot is a nuclear
magnetic resonance (NMR) spectrum for progesterone with a
signal-to-noise ratio of about 4.3. In the lower plot the ratio is
43. At the smaller signal-to-noise ratio, only a few of the several
peaks can be recognized with certainty.
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5B  SOURCES OF NOISE IN
INSTRUMENTAL ANALYSES

Chemical analyses are affected by two types of noise: chemical
noise and instrumental noise.

5B-1 Chemical Noise

Chemical noise arises from a host of uncontrollable variables
that affect the chemistry of the system being analyzed. Examples
include undetected variations in temperature or pressure that
affect the position of chemical equilibria, fluctuations in relative
humidity that cause changes in the moisture content of samples,
vibrations that lead to stratification of powdered solids, changes
in light intensity that affect photosensitive materials, and labora-
tory fumes that interact with samples or reagents. Details on the
effects of chemical noise appear in later chapters that deal with
specific instrumental methods. In this chapter we focus exclu-
sively on instrumental noise.

5B-2 Instrumental Noise

Noise is associated with each component of an instrument—that
is, with the source, the input transducer, all signal-processing
elements, and the output transducer. Furthermore, the noise
from each of these elements may be of different types and
may arise from several sources. Thus, the noise that is finally
observed is a complex composite that usually cannot be fully
characterized. Certain kinds of instrumental noise are recogniz-
able: (1) thermal, or Johnson, noise; (2) shot noise; (3) flicker, or
1/f, noise; and (4) environmental noise.

Thermal Noise, or Johnson Noise

Thermal noise is caused by the thermal agitation of electrons
or other charge carriers in resistors, capacitors, radiation trans-
ducers, electrochemical cells, and other resistive elements in an
instrument. This agitation of charged particles is random and
periodically creates charge inhomogeneities, which in turn cre-
ate voltage fluctuations that then appear in the readout as noise.
It is important to note that thermal noise is present even in the
absence of current in a resistive element and disappears only at
absolute zero.

The magnitude of thermal noise in a resistive circuit
element can be derived from thermodynamic considerations®
and is given by

Ve = VAKTRAf (5-3)

where v, is the root-mean-square noise voltage lying in a fre-
quency bandwidth of Af Hz, k is Boltzmann’s constant (1.38 X
10~ J/K), T is the temperature in kelvins, and R is the resis-
tance of the resistive element in ohms.

3For example, see T. Coor, J. Chem. Educ., 1968, 45, A533.
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In Section 3B-4, we discussed the relationship between the
rise time ¢, and the bandwidth Af of an operational amplifier.
These variables are also used to characterize the response of
complete instruments in converting and transmitting informa-
tion, because

(5-4)

The rise time of an instrument is its response time in sec-
onds to an abrupt change in input and normally is taken as
the time required for the output to increase from 10% to 90%
of its final value. Thus, if the rise time is 0.01 s, the bandwidth
Afis 33 Hz.

Equation 5-3 suggests that thermal noise can be decreased by
narrowing the bandwidth. However, as the bandwidth narrows,
the instrument becomes slower to respond to a signal change,
and more time is required to make a reliable measurement.

EXAMPLE 5-1

What is the effect on thermal noise of decreasing the response
time of an instrument from 1 s to 1 us?

)Solution
If we assume that the response time is approximately equal to
the rise time, we find that the bandwidth has been changed
from 0.3 Hz to 3.3 X 10° Hz, or by a factor of 10°. According
to Equation 5-3, such a change will cause an increase in the
noise by (10°)"/2, or 1000-fold.

As shown by Equation 5-3, thermal noise can also be
reduced by lowering the electrical resistance of instrument
circuits and by lowering the temperature of instrument com-
ponents. The thermal noise in transducers is often reduced by
cooling. For example, lowering the temperature of an ultraviolet
(UV) visible photodiode array from room temperature (298 K)
to the temperature of liquid nitrogen (77 K) will cut the thermal
noise in half.

It is important to note that thermal noise, although depen-
dent on the frequency bandwidth, is independent of frequency
itself. For this reason, it is sometimes termed white noise by anal-
ogy to white light, which contains all visible frequencies. Also
note that thermal noise in resistive circuit elements is indepen-
dent of the physical size of the resistor.

Shot Noise

Shot noise is encountered wherever electrons or other charged
particles cross a junction. In typical electronic circuits, these
junctions are found at pn interfaces; in photocells and vacuum
tubes, the junction consists of the evacuated space between the
anode and cathode. The currents comprise a series of quantized
events, the transfer of individual electrons across the junction.
These events occur randomly, however, and the rate at which

they occur is thus subject to statistical fluctuations, which are
described by the equation

i = \V/2IAf (5-5)

where i, is the root-mean-square current fluctuation associated
with the average direct current, I; e is the charge on the electron
of 1.60 X 107" C; and Afis again the bandwidth of frequencies
being considered. Like thermal noise, shot noise is white noise
and is thus the same at any frequency.

Equation 5-5 suggests that shot noise in a current measure-
ment can be minimized only by reducing bandwidth.

Flicker Noise

Flicker noise is characterized as having a magnitude that is
inversely proportional to the frequency of the signal being
observed; it is sometimes termed 1/f (one-over-f) noise as
a consequence. The causes of flicker noise are not totally
understood; it is ubiquitous, however, and is recognizable by
its frequency dependence. Flicker noise becomes significant
at frequencies lower than about 100 Hz. The long-term drift
observed in dc amplifiers, light sources, power supplies, voltme-
ters, and current meters is an example of flicker noise. Flicker
noise can be reduced significantly in some cases by using wire-
wound or metallic-film resistors rather than the more common
carbon-composition type.

Environmental Noise

Environmental noise is a composite of different forms of noise
that arise from the surroundings. Figure 5-3 suggests typical
sources of environmental noise in a university laboratory.

Much environmental noise occurs because each conductor
in an instrument is potentially an antenna capable of picking
up electromagnetic radiation and converting it to an electrical
signal. There are numerous sources of electromagnetic radi-
ation in the environment, including ac power lines, radio and
TV stations, gasoline-engine ignition systems, arcing switches,
brushes in electric motors, lightning, and ionospheric distur-
bances. Note that some of these sources, such as power lines
and radio stations, cause noise with relatively narrow frequency
bandwidths.

Figure 5-3 shows a plot of noise power versus frequency,
called a noise power spectrum. Note that the spectrum contains a
large, continuous noise region at low frequencies. This noise has
the properties of flicker noise; its sources are not fully known.
Superimposed on the flicker noise are noise peaks associated
with yearly and daily temperature fluctuations and other peri-
odic phenomena associated with the use of a laboratory building.

Finally, two quiet-frequency regions in which environmen-
tal noise is low are indicated in Figure 5-3: the region extend-
ing from about 3 Hz to almost 60 Hz and the region from about
1 kHz to about 500 kHz, or a frequency at which AM radio sig-
nals are prevalent. Often, signals are converted to frequencies in
these regions to reduce noise during signal processing.
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FIGURE 5-3 Some sources of environmental noise in a university laboratory. Note the
frequency dependence and regions where various types of interference occur.
(From T. Coor, J. Chem. Educ., 1968, 45, A583. With permission.)

5C  SIGNAL-TO-NOISE ENHANCEMENT

Many laboratory measurements require only minimal effort to
maintain the signal-to-noise ratio at an acceptable level. Exam-
ples include the weight determinations made in the course of a
chemical synthesis or the color comparison made in determin-
ing the chlorine content of the water in a swimming pool. For
both examples, the signal is large relative to the noise and the
requirements for precision and accuracy are minimal. When the
need for sensitivity and accuracy increases, however, the signal-
to-noise ratio often becomes the limiting factor in the precision
of a measurement.

Both hardware and software methods are available for
improving the signal-to-noise ratio of an instrumental method.
Hardware noise reduction is accomplished by incorporating
into the instrument design components such as filters, chop-
pers, shields, modulators, and synchronous detectors. These
devices remove or attenuate the noise without affecting the ana-
lytical signal significantly. Software methods are based on vari-
ous computer algorithms that permit extraction of signals from
noisy data. As a minimum, software methods require sufficient
hardware to condition the output signal from the instrument
and convert it from analog to digital form. Typically, data are
collected by using a computer equipped with a data-acquisition
module as described in Chapter 4. Signals may then be extracted
from noise by using the data-acquisition computer or another
that is connected to it via a network.

5C-1 Some Hardware Devices
for Noise Reduction

We briefly describe here some hardware devices and techniques
used for enhancing the signal-to-noise ratio.

Grounding and Shielding

Noise that arises from environmentally generated electromag-
netic radiation can often be substantially reduced by shielding,
grounding, and minimizing the lengths of conductors within
the instrumental system. Shielding consists of surrounding a
circuit, or the most critical conductors in a circuit, with a con-
ducting material that is attached to earth ground. Electromag-
netic radiation is then absorbed by the shield rather than by the
enclosed conductors. Noise pickup and possibly amplification of
the noise by the instrument circuit may thus be minimized. It
may be somewhat surprising that the techniques of minimizing
noise through grounding and shielding are often more art than
science, particularly in instruments that involve both analog and
digital circuits. The optimum configuration is often found only
after much trial and error.*

Shielding becomes particularly important when the output
of a high-resistance transducer, such as the glass electrode, is
being amplified. Here, even minuscule randomly induced cur-
rents produce relatively large voltage fluctuations in the mea-
sured signal.

Difference and Instrumentation Amplifiers

Any noise generated in the transducer circuit is particularly
critical because it usually appears in an amplified form in
the instrument readout. To attenuate this type of noise, most
instruments use a difference amplifier, such as that shown in
Figure 3-13, for the first stage of amplification. Common-mode

“For an excellent discussion of grounding and shielding, see H. V. Malmstadt,
C. G. Enke, and S. R. Crouch, Microcomputers and Electronic Instrumentation:
Making the Right Connections, pp. 401-409, Washington, DC: American Chem-
ical Society, 1994. A valuable reference is R. Morrison, Grounding and Shielding
Circuits and Interference, 6th ed., Hoboken, NJ: Wiley, 2016.
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FIGURE 5-4 An instrumentation amplifier for reducing the
effects of noise common to both inputs. The gain of the
circuit is controlled by resistors R,/a and KR,.

noise in the transducer circuit generally appears in phase at
both the inverting and noninverting inputs of the amplifier
and is largely canceled by the circuit so that the noise at its out-
put is diminished substantially. For cases in which a difference
amplifier is insufficient to remove the noise, an instrumentation
amplifier such as the one shown in Figure 5-4 is used.

Instrumentation amplifiers are composed of three op amps
configured as shown in Figure 5-4. Op amp A and op amp B
make up the input stage of the instrumentation amplifier in
which the two op amps are cross-coupled through three resis-
tors R, R,/a, and R,. The second stage of the module is the dif-
ference amplifier of op amp C. The overall gain of the circuit is
given by’

v, = K(2a + 1)(v, — v)) (5-6)

Equation 5-6 highlights two advantages of the instrumen-
tation amplifier: (1) the overall gain of the amplifier may be
controlled by varying a single resistor R,/a, and (2) the second
difference stage rejects common-mode signals. In addition, op
amps A and B are voltage followers with very high input resis-
tance, so the instrumentation amplifier presents a negligible
load to the transducer circuit. The combination of the two stages
can provide rejection of common-mode noise by a factor of 10°
or more while amplifying the signal by as much as 1000.

These devices are used often with low-level signals in noisy
environments such as those found in biological organisms in
which the organism acts as an antenna. Electrocardiographic
instrumentation exploits the advantages of instrumentation
amplifiers. Another typical application is in a computer data-
acquisition module such as the programmable-gain instrumen-
tation amplifier (PGIA) shown in Figure 4-12(a). The gain of the
instrumentation amplifier is under the control of a computer,
which changes resistor R,/a of Figure 5-4 by using solid-state
switches under digital control.

°H. V. Malmstadt, C. G. Enke, and S. R. Crouch, Microcomputers and Electronic
Instrumentation: Making the Right Connections, pp. 210-211, Washington, DC:
American Chemical Society, 1994.
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FIGURE 5-5 Use of a low-pass filter with a large time constant to
remove noise from a slowly changing dc voltage.

Analog Filtering

One of the most common methods of improving the signal-to-
noise ratio in analytical instruments is by use of low-pass analog
filters such as that shown in Figure 2-11b. The reason for this
widespread application is that many instrument signals are of
low frequency with bandwidths extending over a range of only a
few hertz. Thus, a low-pass filter characterized by the Bode dia-
gram shown in Figure 2-12b will effectively attenuate many of
the high-frequency components of the signal, including thermal
and shot noise. Figure 5-5 illustrates the use of a low-pass RC
filter for reducing noise from a slowly varying dc signal.

High-pass analog filters such as that shown in Figure 2-11a
also find considerable application in those analytical instru-
ments where the analyte signal is at relatively high frequency.
The high-pass filter reduces the effects of drift and other low-
frequency flicker noise.

Narrow-band electronic filters are also available to attenuate
noise outside an expected band of signal frequencies. We have
pointed out that the magnitude of fundamental noise is directly
proportional to the square root of the frequency bandwidth of
a signal. Thus, significant noise reduction can be achieved by
restricting the input signal to a narrow band of frequencies and
using an amplifier that is tuned to this band. It is important to
note that the bandpass of the filter must be sufficiently wide to
include all of the signal frequencies.

Modulation

Direct amplification of a low-frequency or dc signal is particu-
larly troublesome when an instrument exhibits amplifier drift
and flicker noise. Often, this 1/f noise is several times larger than
the types of noise that predominate at higher frequencies, as is
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FIGURE 5-6 Amplification of a modulated dc signal. (Adapted from T. Coor, J. Chem.

Educ., 1968, 45, A583. With permission.)

illustrated in the noise-power spectrum of Figure 5-3. For this
reason, low-frequency or dc signals from transducers are often
converted to a higher frequency, where 1/f noise is less trouble-
some. This process is called modulation. After amplification, the
modulated signal can be freed from amplifier 1/f noise by filter-
ing with a high-pass filter; demodulation and filtering with a low-
pass filter then produce an amplified dc signal suitable for output.

Figure 5-6 is a schematic showing the flow of information
through such a system. The original dc signal shown in power
spectrum A is modulated to give a narrow-band 400-Hz sig-
nal, which is then amplified by a factor of 10°. As illustrated in
power spectrum B, shown in the center of the figure, amplifi-
cation introduces 1/f and power-line noise. Much of this noise
can be removed with the aid of a suitable high-pass filter such
as the one shown in Figure 2-11a. Demodulation of the filtered
signal produces the amplified dc signal whose power spectrum
is shown in C.

Modulation of the analytical signal can be accomplished in
several ways. In spectroscopy, radiation sources are often mod-
ulated by mechanical devices called choppers, as illustrated in

Radiant
energy

Figure 5-7. These devices interrupt the light beam periodically
by physically blocking the beam. The radiation passed alternates
between full intensity and no intensity. When converted to an
electrical signal, a square wave results at the chopping frequency.
Alternatively, some light sources can be pulsed electronically to
produce the same alternating on-off effect.

Atomic absorption spectroscopy (see Chapter 9) pro-
vides an example of the use of a mechanical chopper for sig-
nal modulation. Noise is a major concern in detecting and
measuring signals from atomic absorption sources because of the
low-frequency fluctuations inherent in flames and other atomi-
zation devices. To minimize these noise problems, light sources
in atomic absorption instruments are often chopped by posi-
tioning a slotted rotating disk in the beam path, as illustrated in
Figure 5-8. The rotation of the chopper produces a radiant sig-
nal that fluctuates periodically between zero and some maximum
intensity. After interaction with the sample in the flame, the signal is
converted by the transducer to a square-wave electrical signal whose
frequency depends on the size of the slots and the rate at which the
disk rotates. Noise inherent in flames and other atomization devices

/ .
| Light
Motor 7| beam
Coils

(b) (©)

FIGURE 5-7 Mechanical choppers for modulating a light beam: (a) rotating
disk chopper, (b) rotating vane chopper, (c) oscillating tuning fork design
where rotational oscillation of a vane causes periodic interruptions of a

light beam.
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FIGURE 5-8 Lock-in amplifier for atomic absorption spectrometric measurements. The chopper converts the source
beam to an on-off signal that passes through the flame cell where absorption occurs. After wavelength selection

and transduction to an electrical signal, the ac square-wave input to the lock-in amplifier is amplified and converted
to a sinusoidal signal by the tuned amplifier. The synchronous demodulator is phase locked to the ac signal and
provides a half-wave rectification of the signal. The low-pass filter converts the demodulated signal to a dc signal for

measurement.

is usually of low frequency and can be significantly reduced by the
use of an ac amplifier that is tuned to the chopping frequency. The
ac amplifier not only amplifies the signal and discriminates against
the noise but also converts the square-wave signal into a sinusoidal
signal, as shown by the waveforms in Figure 5-8.

Synchronous Demodulation

The modulation and tuned amplification process shown in Fig-
ure 5-8 produces a sine wave signal that is at the chopping fre-
quency and in phase with the chopper. The switch shown in the
figure alternates between the low-pass filter at the output and
common. If the switch is made to alternate in phase with the
chopper, it has the effect of passing the sinusoidal signal during
the positive half cycle and blocking it during the negative-going
half cycle. As can be seen by the waveform, this is a form of rec-
tification, but rectification that is synchronous with the chopper.
Usually, a reference signal is provided by the chopper to drive
the switch. The reference signal is of the same frequency and has
a fixed phase relationship with the analytical signal. The refer-
ence signal might be provided by another beam passing through
the chopper, but not through the flame, or it might be derived
from the motor driving the chopper. Synchronous demodula-
tion results in a dc signal that can then be sent through a low-
pass filter to provide the final dc output, as shown in Figure 5-8.

Lock-In Amplifiers

The tuned amplifier, synchronous demodulator, reference input,
and low-pass filter of Figure 5-8 constitute a lock-in amplifier.
Such amplifiers allow recovery of signals that are utterly obscured

Simulation: Learn more about modulation and
lock-in amplifiers at www.tinyurl.com/skoogpia7

by noise. Usually, the synchronous demodulator of a lock-in
amplifier operates in a full-wave rectification mode rather than
the half-wave mode shown in Figure 5-8. This is accomplished
by directly passing the sinusoidal signal during one half cycle
and inverting it during the other half cycle to provide a fluctuat-
ing dc signal that is relatively easy to filter with a low-pass filter.
Rather than mechanical switches, solid-state devices called ana-
log multipliers are often used in synchronous demodulators.

A lock-in amplifier is generally relatively free of noise
because only those signals that are locked in to the refer-
ence signal are amplified and demodulated. Extraneous sig-
nals of different frequencies and phase are rejected by the
system.

5C-2 Software Methods

With the widespread availability of laboratory computers, many
of the signal-to-noise enhancement devices described in the pre-
vious section are being replaced or supplemented by computer
programs. Among these programs are routines for various types
of averaging, digital filtering, Fourier transformation, smooth-
ing, and correlation techniques. These procedures are applicable
to nonperiodic, or irregular, waveforms, such as an absorption
spectrum; to signals having no synchronizing or reference wave;
and to periodic signals. Some of these relatively common proce-
dures are discussed briefly here.

Ensemble Averaging

In ensemble averaging, successive sets of data stored in memory
as arrays are collected and summed point by point for averaging.
This process is sometimes called coaddition. After the collection
and summation are complete, the data are averaged by dividing
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FIGURE 5-9 Ensemble averaging of a spectrum. (From D. Binkley
and R. Dessy, J. Chem. Educ., 1979, 56, 148, DOI:
10.1021/ed056p148. With permission.)

the sum for each point by the sets of data summed. Figure 5-9
illustrates ensemble averaging of an absorption spectrum.

To understand why ensemble averaging effectively increases
the signal-to-noise ratio of digitally acquired signals, let us sup-
pose that we are attempting to measure the magnitude of a dc
signal S. We make 7 repetitive measurements of S and calculate
the mean value of the signal from the equation

5
i=1

S =

(5-7)
n

where S;,i =1,2,3,...
the signal, including noise. The noise for each measurement is

, 1, are the individual measurements of

then S; — S,. If we square and sum the deviations of the signal
from the mean S, and divide by the number of measurements n,
we obtain the mean-square noise, given by

i(si - Sx)z

mean-square noise = 0',2 =
n

(5-8)

Simulation: Learn more about signal averaging at

www.tinyurl.com/skoogpia7
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The mean-square noise is the variance of the signal o7 and
the root-mean-square, or rms, noise is its standard deviation
(Appendix 1, Section alB-1):

rms noise = N;

(5-9)

=0; =

If we sum n measurements to obtain the ensemble aver-
age, the signal §; adds for each repetition. The total signal S,
is given by S, = =/_;S; = nS,. For the noise, the variance is
additive (see Appendix 1, Table al-6). The total variance
iso2 = X'_,07 = no’ The standard deviation, or the total rms
noise, is o, = N,, = \/;oy = \/;Ni. The signal-to-noise ratio
after n repetitions (S/N),, is then given by

<£> _ 1S (5-10)
NJi VN,
S s
(%)= V(R) -1

The last expression shows that the signal-to-noise ratio is
proportional to the square root of the number of data points col-
lected to determine the ensemble average. Note that this same
signal-to-noise enhancement is realized in boxcar averaging and
digital filtering, which we describe in subsequent sections.

The improvement in S/N that is realized by signal averag-
ing is exploited in many areas of science; nuclear magnetic res-
onance (NMR) spectroscopy and Fourier transform infrared
(IR) spectroscopy are but two of the most prominent examples
in chemical instrumentation. We consider signal averaging and
other aspects of digital data acquisition in more detail in the
chapters on NMR and IR spectroscopy.

To realize the advantage of ensemble averaging and still
extract all of the information available in a signal waveform, it is
necessary to measure points at a frequency that is at least twice
as great as the highest frequency component of the waveform.
This assertion is a consequence of the Nyquist sampling theorem,
which states that for bandwidth-limited signals sampling must
occur at a frequency that is at least twice the highest frequency
f of the components making up the signal of interest. That is,
the data-acquisition frequency must be at least 2f = 1/At, where
At is the time interval between signal samples. For example, if
the maximum frequency component in an instrumental signal
is 150 Hz, the data must be sampled at a rate of at least 300 sam-
ples/s if the signal is to be reproduced accurately.

Sampling frequencies much greater than the Nyquist fre-
quency do not produce significant additional information, and
much higher frequencies may actually include undesirable noise.
It is customary, however, to sample at a frequency about ten
times the Nyquist frequency to ensure signal integrity. Further-
more, it is very important to sample the waveform reproducibly;
that is, the waveform must be sampled beginning at precisely the



106 Chapter 5 Signals and Noise <

1 scan
50 scans J
200 scans J

FIGURE 5-10 Effect of signal averaging. Note that the vertical
scale is smaller as the number of scans increases. The signal-to-
noise ratio is proportional to Vx. Random fluctuations in the signal
tend to cancel as the number of scans increases, but the signal
itself accumulates. Thus, the S/N increases with an increasing num-
ber of scans.

same point on each successive wave. For example, if the wave-
form is a visible absorption spectrum, each scan of the spectrum
must be synchronized to start at exactly the same wavelength,
and each successive sample of the waveform must occur at the
same wavelength interval. Generally, synchronization is accom-
plished by means of a synchronizing pulse, which is derived
from the waveform itself or the experimental event that initiated
the waveform such as a laser pulse or a pulse of radio-frequency
radiation. This pulse then initiates the acquisition of data for
each scan of the waveform.

Ensemble averaging can produce dramatic improvements
in signal-to-noise ratios, as demonstrated by the three NMR
spectra in Figure 5-10. Here, only a few of the resonances can be
distinguished in a single scan because of the large excursions due
to random noise. The improvement in the resulting spectrum
because of signal averaging is apparent from the multi-scan
spectra shown in Figure 5-10. Further discussion of the Nyquist
sampling theorem and its consequences are found in the treat-
ment of Fourier transform NMR spectroscopy in Chapter 19.

Boxcar Averaging

Boxcar averaging is a procedure for smoothing irregularities and
enhancing the signal-to-noise ratio in a waveform, the assump-
tion being that these irregularities are the result of noise. That is,
it is assumed that the analog analytical signal varies only slowly
with time and that the average of a small number of adjacent
points is a better measure of the signal than any of the individual
points. Figure 5-11b illustrates the effect of the technique on the
data plotted in Figure 5-11a. The first point on the boxcar plot
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FIGURE 5-11 Effect of boxcar averaging: (a) original data, (b) data
after boxcar averaging. (From G. Dulaney, Anal. Chem., 1975, 47,
24A, DOI: 10.1021/ac60351a002. Figure 2, p. 27A. Copyright 1975
American Chemical Society.)

is the mean of points 1, 2, and 3 on the original curve; point 2
is the average of points 4, 5, and 6; and so forth. In practice, 2
to 50 points are averaged to generate a final point. Most often
this averaging is performed by a computer in real time, as data
are being collected (in contrast to ensemble averaging, which
requires storage of the data for subsequent processing). As Fig-
ure 5-11 shows, detail is lost by boxcar averaging, and its utility
is limited for complex signals that change rapidly as a function
of time. Boxcar averaging is of considerable importance, how-
ever, for square-wave or repetitive-pulsed outputs where only
the average amplitude is important.

Boxcar averaging can also be accomplished in the analog
domain by using a boxcar integrator. This device uses a fast elec-
tronic switch to sample a repetitive waveform at a programmed
time interval from the origin of the waveform. The sampled
waveform is connected to an analog integrator to furnish a
low-frequency version of the signal at the selected time interval.
The instrument may be programmed to scan a very noisy signal
waveform from beginning to end. In this way, a profile of the
signal is acquired with a signal-to-noise ratio that is selectable
by adjusting the time constant of the integrator, the scan speed
of the sampling window, and the time window over which the
sampling occurs. This window is called the aperture time.



Boxcar integrators are often used to sample and measure
instrumental waveforms on the picosecond-to-microsecond
time scale. Such integrators are often used with pulsed-laser sys-
tems, in which physical and chemical events occur on such very
fast time scales. The output of the integrator may be connected
to computer data-acquisition systems such as those described
in Section 4E-4 for logging of data and subsequent postexper-
imental analysis and presentation. The advantage of acquiring
signals with a boxcar integrator is that the averaging time can
be increased to provide S/N enhancement. The signal-to-noise
ratio is proportional to the square root of the amount of time it
takes the integrator to acquire the signal at each time window of
the waveform. Such improvement is equivalent to the enhance-
ment realized in digital data acquisition by ensemble averaging.

Digital Filtering

Digital filtering can be accomplished by a number of different
well-characterized numerical procedures, including ensemble
averaging, which was discussed in the previous section; Fourier
transformation; least-squares polynomial smoothing; and cor-
relation. In this section, we briefly discuss the Fourier transform
procedure and least-squares polynomial smoothing, which is
one of the most common of all numerical data-enhancement
techniques.

In the Fourier transformation, a signal such as the spectrum
shown in Figure 5-12a, which is acquired in the time domain,
is converted to a frequency-domain signal in which the inde-
pendent variable is frequency f rather than time as depicted in

f
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l Fourier transform
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Figure 5-12b. This transformation, which is discussed in some
detail in Section 71, is usually accomplished mathematically
on a computer by the fast Fourier transform algorithm. The
frequency-domain signal in (b) is then multiplied by the fre-
quency response of a digital low-pass filter with upper-cutoff
frequency f, shown in (c), which has the effect of removing all
frequency components above f; as illustrated in (d). The inverse
Fourier transform then recovers the filtered time-domain spec-
trum of Figure 5-12e. The Fourier transformation is used in
most modern IR and NMR spectrometers, as well as in a host of
laboratory test instruments and digital oscilloscopes. The proce-
dure is often built into general-purpose software packages such
as Mathcad and Excel and is widely available in subroutine pack-
ages in a variety of computer languages.

The last and perhaps most widely used digital data-
enhancement technique that we will discuss is least-squares
polynomial data smoothing. In its simplest form, smoothing
is very similar to the boxcar averaging scheme of Figure 5-11.
Figure 5-13 illustrates how unweighted data smoothing is
accomplished. The eleven data points represented by filled cir-
cles in the plot comprise a section of a noisy absorption spec-
trum. The first five data points encompassed by bracket 1 in
the figure are averaged and plotted at the midpoint position on
the x-axis, or the point represented by triangle 1. The bracket
is then moved one point to the right to position 2, points 2
through 6 are averaged, and the average is plotted as triangle 2.
The process is repeated for brackets 3, 4, 5, and so on until all
of the points except the last two are averaged to produce a new
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FIGURE 5-12 Digital filtering with the Fourier transform: (a) noisy spectral peak, (b) the frequency-domain spectrum of part
() resulting from the Fourier transformation, (c) low-pass digital-filter function, (d) product of part (b) and part (c), (e) the
inverse Fourier transform of part (d) with most of the high-frequency noise removed.
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FIGURE 5-13 The operation of an unweighted moving average
smoothing function: noisy spectral data (®) and smoothed data (A).
See text for a description of the smoothing procedure.

absorption curve represented by the triangular points and the
line connecting them. The new curve is somewhat less noisy
than the original data. This procedure is called a five-point
moving average smooth. In this type of signal-to-noise enhance-
ment, the width of the smoothing function always encompasses
an odd number of points and an even number of points remain
unsmoothed at each end of the data set. The moving average
results in losing (n — 1)/2 data points at the beginning and the
same number at the end of the smooth. For a five-point smooth,
a total of four data points are lost. For an absorption spectrum
consisting of hundreds or perhaps thousands of data points, the
loss of a few points is usually inconsequential.

Further improvements in signal-to-noise ratio can be
obtained by increasing the number of points smoothed to, for
example, a seven-point smooth, a nine-point smooth, etc. How-
ever, the more points in the smooth, the more distortion in the
results, and, of course, the more points are lost at the ends of the
data set.®

Another approach to moving average smoothing is to calcu-
late a weighted moving average. The most applicable weighting
scheme in scientific analysis is the exponentially weighted mov-
ing average. This type of scheme weights the current data point
highest and gives previous data points exponentially decreasing
weights. The exponential smooth is similar to the effect of an RC

Simulation: Learn more about FFT at www.tinyurl
.com/skoogpia7

SFor a spreadsheet approach to smoothing operations, see S. R. Crouch and E. J.
Holler, Applications of Microsoft® Excel in Analytical Chemistry, 3rd ed., Belmont,
CA: Cengage Learning, 2017, pp. 425-435.

filter with the width of the smooth analogous to the size of the
time constant of the filter.

An even better procedure than simply averaging points on
a data curve is to perform a least-squares fit of a small section
of the curve to a polynomial and take the calculated central
point of the fitted polynomial curve as the new smoothed data
point. This approach is much superior to the unweighted aver-
aging scheme, but it requires more computer time. Savitzky and
Golay” showed that a set of integers could be derived and used
as weighting coefficients to carry out the smoothing operation.
The use of these weighting coefficients, sometimes referred to as
convolution integers, turns out to be exactly equivalent to fitting
the data to a polynomial as just described. The convolution inte-
gers for a five-point quadratic smoothing function are plotted in
Figure 5-14a.® The process of smoothing in this manner is often
called least-squares polynomial smoothing.

The application of the smoothing integers of Figure 5-14a
to the data of Figure 5-13 illustrates the smoothing process. We
begin by multiplying the leftmost convolution integer, which
is —3 in this case, by the absorbance at point 1 in Figure 5-13.
The second integer, which is 12, is then multiplied by the second
point, and the result is added to the product obtained for the first
point. Point 3 is then multiplied by 17, which is the third integer,
and the result is summed once again. This process is repeated
until each of the five data points has been multiplied by its cor-
responding integer and the sum of the five results obtained.
Finally, the sum of the results is divided by a sixth integer, the
so-called normalization integer, which is 35 in this example of
a five-point quadratic smooth, and the quotient is taken as the
new value of the central point of the smoothing interval. The
Savitzky-Golay treatment gives not only the normalization inte-
gers for various smooths but also the convolution integers for
generating first and second derivatives of the data. The first-
derivative convolution integers for a five-point cubic smooth are
plotted in Figure 5-14b, and the second-derivative integers for
a five-point quadratic are shown in Figure 5-14c. These sets of
integers may be exploited in exactly the same way as the basic
smoothing integers to produce the first and second derivatives
of the original absorption data. Least-squares polynomial deriv-
ative smoothing is used to develop derivative spectra because,
as noted in our discussion of analog differentiators in Section
3E-4, differentiation is usually a noise-enhancement process.
The effect of derivative smoothing is to minimize the noise gen-
erated in the differentiation.

Because least-squares polynomial smoothing is so widely
used to enhance the quality of analytical data, it is import-
ant to note the advantages and limitations of the method.

’A. Savitzky and M. J. Golay, Anal. Chem., 1964, 36, 1627-1639, DOI:
10.1021/ac60214a047.

8Savitzky-Golay smoothing is compared to moving average smoothing in S. R.
Crouch and E J. Holler, Applications of Microsoft” Excel in Analytical Chemistry,
3rd ed., Belmont, CA: Cengage Learning, 2017, pp. 428-435.
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FIGURE 5-14 Least-squares polynomial smoothing convolution
integers: (a) quadratic five-point integers, (b) first-derivative cubic
five-point integers, (c) second-derivative quadratic five-point
integers.

The procedure reduces noise and acts as a low-pass filter on
data. As with any filtering process, the signal suffers some dis-
tortion because of the bandwidth limitation inherent in the pro-
cess. Users of smoothing must recognize that noise reduction
has to be balanced against possible distortion of the signal. The
advantage of the procedure is that variables such as the type of
smooth, the smooth width, and the number of times that the
data are smoothed may be decided after data collection. Further-
more, the smoothing algorithm is computationally trivial and
requires minimal computer time. The S/N enhancement result-
ing from smoothing is relatively modest, generally amount-
ing to about a factor of 4 for spectra that contain peaks with a
width of thirty-two data points and with a smooth width twice
that value. However, smoothing produces cleaner data than the
original does for human interpretation, and it is widely used
for this purpose. In fact, it has been stated that “least-squares
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FIGURE 5-15 Effect of smoothing on a noisy absorption spectrum
of tartrazine: (A) raw spectrum, (B) quadratic 5-point smooth of the
data in A, (C) fourth-degree 13-point smooth of the same data, (D)
tenth-degree 77-point smooth of the data.

polynomial smoothing is of cosmetic value only.”® No additional
information is contained in the smoothed data and, indeed, dis-
tortion may be introduced. When smoothing is applied to data
for quantitative analysis, distortion of the data has a minimal
effect on the quantitative results because distortion errors tend
to cancel when samples and standards are smoothed in the same
manner.

The data of Figure 5-15 illustrate the application of least-
squares polynomial smoothing to a rather noisy 501-point
absorption spectrum of the dye tartrazine shown at the bottom
of the figure in curve A. Curve B is a quadratic 5-point smooth
of the data, curve C is a fourth-degree 13-point smooth, and
curve D is a tenth-degree 77-point smooth. Note in curve D that
38 points remain unsmoothed at each end of the data set. The
effects of the smoothing process are apparent in the progression
from curve A to curve D.

Because of the general utility of smoothing and its wide
application, guidelines have been developed for its use, equa-
tions are available for calculating the smoothing coefficients, and
it has been applied to two-dimensional data such as diode-array
spectra.'?

°T. A. Nieman and C. G. Enke, Anal. Chem., 1976, 48, 705A, DOI:
10.1021/ac50002a769.

!%For further details on the nature of the smoothing process and its implemen-
tation, see reference 9 and J. Steinier, Y. Termonia, and J. Deltour, Anal. Chem.,
1972, 44, 1906, DOI: 10.1021/ac603192045; H. H. Madden, Anal. Chem., 1978,
50, 1383, DOI: 10.1021/ac50031a048; K. L. Ratzlaff, Introduction to Computer-
Assisted Experimentation, New York: Wiley, 1987.
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Correlation Methods

Correlation methods are often used for processing data from
analytical instruments. These procedures provide powerful tools
for performing such tasks as extracting signals that appear to
be hopelessly lost in noise, smoothing noisy data, comparing a
spectrum of an analyte with stored spectra of pure compounds,
and resolving overlapping or unresolved peaks in spectroscopy

Simulation: Learn more about data smoothing at

== www.tinyurl.com/skoogpia7

» QUESTIONS AND PROBLEMS

and chromatography.'' Correlation methods are based on
complex mathematical data manipulations that can be carried
out conveniently only by means of a computer or by sophisti-
cated analog instrumentation.

Correlation methods are not discussed further in this text. The
interested reader should consult the references given in note 11.

"For a more detailed discussion of correlation methods, see G. Horlick and
G. M. Hieftje, in Contemporary Topics in Analytical and Clinical Chemistry,
D. M. Hercules, et al., eds., Vol. 3, pp. 153-216, New York: Plenum Press, 1978.

*Answers are provided at the end of the book for problems marked with an asterisk.

Problems with this icon are best solved using spreadsheets.

5-1 What types of noise are frequency dependent? Frequency independent?

5-2  Name the type or types of noise that can be reduced by

(@) decreasing the temperature of a measurement.

(b) increasing the frequency used for the measurement.

(c) decreasing the bandwidth of the measurement.

5-3  Suggest a frequency range that is well suited for noise minimization. Explain.

5-4  Why is shielding vital in the design of glass electrodes that have an internal resistance of 10° chms or more?

5-5  What type of noise is likely to be reduced by (a) a high-pass filter and (b) a low-pass filter?

5-6 Make a rough estimate of the signal-to-noise ratio for the 0.9 X 107> A current shown in Figure 5-1a.

5.7

top-loading balance:

1.002 1.000 0.997
1.004 1.003 1.001
1.005 0.999 1.007

The following data were obtained for repetitive mass measurements of a 1.004-g standard mass on a

(@) Assuming the noise is random, calculate the signal-to-noise ratio for the balance.

(b) How many measurements would have to be averaged to obtain a S/N of 500?

5.8

1.10, 1.27, 1.54, 1.62.

The following data were collected for a voltage measurement, in mV, on a noisy system: 1.25, 1.74, 1.33, 1.97,

(@) Assuming the noise is random, what is the signal-to-noise ratio?

(b) How many measurements would have to be averaged to increase S/N to 10?

*5-9  Calculate the rms thermal noise associated with a 1.0-MQ load resistor operated at room temperature if an
oscilloscope with a 1-MHz bandwidth is used. If the bandwidth is reduced to 100 Hz, by what factor will the

noise be reduced?
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*5-10 If spectrum A in Figure 5-2 is the result of a single scan and spectrum B is the result of ensemble averaging,
how many individual spectra were summed to increase S/N from 4.3 to 430?

*5-11 Calculate the improvement in S/N in progressing from the top spectrum to the bottom in Figure 5-10. By
what factor is the S/N of the bottom spectrum improved over the middle spectrum?

*5-12 Calculate the improvement in S/N in progressing from spectrum A to spectrum D in Figure 5-15.

Challenge Problem

5-13 (a) The Excel spreadsheet on the following page represents capillary electrophoresis results monitored
by fluorescence detection. Plot the raw data and calculate and plot a five-point, unweighted moving
average smooth on the results.

(b) Calculate and plot a five-point Savitzky-Golay smooth using the smoothing coefficients given in the
chapter. Compare the improvement in S/N of the Savitzky-Golay smooth to that of the moving average
smooth plotted in (a). Also compare the peak distortion of the two smooths.

(c) Use asearch engine like Google to find the Savitzky-Golay smoothing coefficients for a 7-point qua-
dratic smooth (order = 2) for the data points shown. Note that in many cases the coefficients have
already been normalized by dividing by a normalization integer. You can determine whether the
coefficients have been normalized by comparing them to those given in Figure 5-14a, which must be
normalized by dividing by 35.

(d) Now perform a 7-point moving average smooth and a seven-point Savitzky-Golay smooth on these
data. Compare the improvement in S/N and the peak shape distortion.

(e) Perform a 7-point moving average smooth and a fifteen-point moving average smooth of the data.
Which smoothing width gives better improvement in S/N? Which smoothing width gives least
distortion of peak shape?

(f) Defend or criticize the conclusion made by Enke and Nieman in their paper on smoothing (Anal.
Chem., 1976, 48, 705A, DOI: 10.1021/ac50002a769) that “least-squares smoothing is of cosmetic value
only.” Begin with a statement of whether you agree or disagree with Enke and Nieman’s conclusion.
Justify your conclusions by using results and inferences from their paper as well as your own reasoning.
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Y» QUESTIONS AND PROBLEMS (continued)

Smoothing of data 295 0.5259

Capillary electrophoresis peak 300 0.5658

detected by fluorescence 305 0.5259

time, s Intensity 310 0.5020
100 0.0956 315 0.5419
105 0.1195 320 0.5419
110 0.1116 325 0.3426
115 0.1275 330 0.4940
120 0.0717 335 0.4383
125 0.1036 340 0.4462
130 0.0319 345 0.3984
135 0.0717 350 0.4064
140 0.1355 355 0.4383
145 0.2231 360 0.3984
150 0.1753 365 0.3905
155 0.5817 370 0.4861
160 1.8646 375 0.3984
165 2.6535 380 0.3267
170 2.8527 385 0.3905
175 2.8846 390 0.3825
180 2.8368 395 0.4303
185 2.7890 400 0.3267
190 2.7093 405 0.3586
195 2.5180 410 0.3905
200 2.3427 415 0.3745
205 2.2312 420 0.3347
210 1.9603 425 0.3426
215 1.8248 430 0.2869
220 1.6017 435 0.2550
225 1.4901 440 0.3506
230 1.2989 445 0.3028
235 1.2590 450 0.3028
240 1.1076 455 0.3108
245 0.9642 460 0.2311
250 0.9164 465 0.2709
255 0.8845 470 0.3028
260 0.7809 475 0.2789
265 0.7172 480 0.3347
270 0.6694 485 0.2311
275 0.6215 490 0.1753
280 0.6454 495 0.2869
285 0.6454 500 0.2311
290 0.5817




The Electronic Analytical Laboratory

In many laboratories, particularly those in the pharmaceutical
industry, government regulations, new product development,
product testing, and auditing have led to a substantial increase
in paperwork. Because of the extensive use of computers and
automated instruments in analytical laboratories, there has been
discussion for many years that electronic, paperless laboratories
could solve the problems caused by this explosion of paperwork
and record keeping. In the electronic laboratory, processing,
manipulation, reporting, archiving, storage, and data mining
would all be handled electronically. In recent years, government
regulations have been written to permit and even encourage
paperless laboratories when certain criteria are met. The Food
and Drug Administration Title 21, Part 11 of the Code of Fed-
eral Regulations deals with acceptable electronic record keeping,
electronic submissions, and electronic signatures, particularly
for the pharmaceutical industry. Compliance with regulations
as well as a desire to take full advantage of modern technolog-
ical advances have spurred developments in implementing such
all-electronic laboratories.

Potential Advantages

Electronic laboratories have several possible benefits.! Reduction
of paperwork is certainly one major advantage. Data acquired
from instruments can be manipulated and stored electronically.
Data can be entered in electronic notebooks automatically. In
paper-based systems, data had to be entered manually into note-
books and chart recordings or photographs had to be stored.

Another positive effect of an electronic laboratory is
increased efficiency. With the availability of data electronically,
sharing data and information among many coworkers in an
organization can be accomplished quite readily. Those work-
ers who need information have nearly immediate access so that
decisions can be made much more rapidly than with paper-
based laboratories.

A third benefit is to speed the throughput of samples in
analytical laboratories. Here, laboratory automation and the
electronic manipulation of data help to complete analyses of
samples more rapidly so that those who need analytical results
can receive them quickly. This can help alleviate production
problems, assist in studies of the efficacy of new products, or
speed up the release of new materials to the marketplace.

Paperless laboratories can also be of great help in comply-
ing with governmental regulations. Systems that are in accord

Liscouski J. Computerized Systems in the Modern Laboratory: A Practical Guide
Bethesda, MD; Parenteral Drug Association (PDA)/Davis Healthcare Interna-
tional (DHI) Publishing, 2015.
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Instrumental Analysis in Action

with regulations can automate the compliance process and lead
to better detection if laboratory practices do not conform to pre-
scribed regulations. The audit trail is more easily tracked and any
potential alterations more readily found with electronic-based
systems.

Finally, costs can be reduced with paperless laboratories
because fewer workers are required to complete paperwork and
produce reports. The more efficient use of available resources
can lead to long-range benefits and cost savings.

Components of Electronic Laboratories

What constitutes an electronic analytical laboratory?
Figure IA1-1 shows the major components of a paperless lab-
oratory. First, a computerized analytical instrument is required
to acquire, manipulate, and process the data. The instrument
may be connected to its own data system, as are many chroma-
tography instruments, or directly to an electronic laboratory
notebook. The notebook often provides input to a laboratory
information management system (LIMS), as discussed in sec-
tion 4H-2, and to a laboratory data-archiving system. In some
cases, information from the data system or notebook flows
directly into archival storage. Several of these components are
discussed in this case study.

Electronic Laboratory Notebooks

Electronic laboratory notebooks (ELNs) first became available
in the mid-1990s. They promised to revolutionize the collection
and dissemination of laboratory data. Until recently though,
ELNs were not in widespread use in industrial, governmental,
or academic laboratories. With new regulations and the desire
to enhance efficiency has come the realization that capturing
information about new products or analytical samples as soon as
possible and making that information available to others in the
organization is an idea with considerable merit. Hence, the ELN
has been making a comeback in the last few years, particularly in
the pharmaceutical industry.

The ELN consists of laboratory notebook pages in which a
research worker can enter data and graphics or import the data
from instruments, data systems, or software like spreadsheets
and scientific packages. In one ELN, a library card is first issued
by a librarian. With the type of notebook shown in Figure IA1-1,
a librarian gives a library card to each user of the notebook. The
library card contains personal information about the user such
as that shown in Figure IA1-2.

Once a user has a library card, ID number, and password,
the ELN can be opened and pages observed. A typical labora-
tory notebook page is illustrated in Figure IA1-3. Here, the
author of the page is required to sign the page electronically by
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Instrumental Analysis in Action (continued)

Computerized
instrument

Data Electronic notebook
system

LIMS

Laboratory archival storage

FIGURE IA1-1 Components of an electronic analytical laboratory.
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Instrumental Analysis in Action (continued)

posting it with a picture and statement. The electronic signature
is a unique, nonhandwritten means of identifying a person that
remains with the individual so that other users cannot apply it.
These usually include an ID number and password, a bar code,
and a personal ID code or a retinal, voice, or fingerprint scan.
A witness must then sign in with a valid ID number and pass-
word and electronically witness the page. Likewise, a validator
signs in and validates the notebook page. Users are assigned var-
ious levels of security when the library card is issued.

The ELN is searchable electronically by any registered user.
This feature allows a user to quickly find data and to share it
with coworkers who have the appropriate security clearance.
The ELN does not depend on the penmanship of the user as
does a conventional notebook. It can be accessed remotely from
home, a meeting in another location, or a worker’s office. The
ELN can be backed up by normal procedures so that it cannot be
lost or destroyed by a researcher. Notebook pages can be printed
for use in reports.

There are many types of laboratory notebooks avail-
able depending on scientific discipline, company or university
protocol, security desired, and cost. The available notebooks
vary in ease of use, portability, flexibility, and cost. Many of
these are available free or for a small cost, but others can cost
in the thousand dollar range. Some are downloaded to a local
server, but others are Internet based and cloud oriented. Sev-
eral of the prominent instrument companies (e.g., Agilent and
PerkinElmer) produce lab notebook products. Some come with

built-in authoring capabilities for adding documentation and
graphics. A few ELNs are designed specifically for regulated
environments and structured procedures.

The graphical user interface for one of the free, Inter-
net-based notebooks is shown in Figure 1A1-4. As can be
seen, the file structure and general organization is familiar
to Windows or Mac users. A Materials Safety Data Sheet for
bisphenol A is shown. The program comes with a set of default
file folders and templates, which can be renamed and custom-
ized by the user. Pages can be signed with electronic signatures
for security and protection of intellectual property. Notebooks
can be shared within the laboratory or globally by invitation or
by sending a link. Guests, users, or administrators can be added
to the notebook as required, and groups of users can be created
so that data can be shared among workers on the same project.

Connecting to LIMS and Archival Storage
Many laboratory notebooks are networked to LIMS or to archival
storage systems. The LIMS handles sample tracking and man-
agement along with scheduling and data archiving (see Figure
4-21). Some ELNs communicate wirelessly with the LIMS or
data-archiving system, and others are part of a wired local area
network. Integration of existing instruments, data systems, and
LIMSs is often a formidable task. Although it is difficult to fully
integrate older laboratories, new or redesigned laboratories can
incorporate electronic laboratory principles from the beginning.
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FIGURE 1A1-4 User interface for LabArchives Laboratory Notebook.
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Future Developments

It is anticipated that in the future we will see more closely inte-
grated electronic laboratory systems. Companies in the phar-
maceutical industry have already begun making the switch. As
the benefits become more generally recognized, many other
industrial, governmental, and academic laboratories will also
become paperless. Scientists often have additional electronic
devices such as laptop computers, tablets, and smartphones to

support their work. Increasingly, we see these devices commu-
nicating with ELNs, LIMS, and laboratory instruments to fur-
ther increase efficiency and productivity. Although government
regulations have been driving the adoption of electronic labora-
tories in the pharmaceutical industry, the benefits of increased
productivity, reduced paper work, and lower costs will eventu-
ally be the most important reasons for implementing paperless,
electronic laboratories.
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sectionTWO

Atomic Spectroscopy

The image shown contains the optical emission spectra of

a number of gaseous substances. Each spectrum provides a
unique fingerprint of the corresponding substance that may be
used to identify it. From top to bottom, the substances are bro-
mine, deuterium, helium, hydrogen, krypton, mercury, neon,
water vapot, and xenon. Note the similarities between hydro-
gen, deuterium, and water vapor. In addition to peak positions
(wavelengths), the intensities of the lines in the spectra yield
information regarding the concentrations of the elements.
Optical spectroscopy is just one of many spectroscopic methods
that we explore in Section 2.

ection 2 comprises the fundamental principles

and methods of atomic spectroscopy. Chapter 6

investigates the nature of light and its interaction with
matter, and Chapter 7 introduces the optical, electronic, and
mechanical components of optical instruments. These two
chapters also present concepts and instrument components
that are useful in our discussion of molecular spectroscopy
in Section 3. The general nature of atomic spectra and
practical aspects of introducing atomic samples into a spec-
trometer are addressed in Chapter 8. Chapter 9 explores
the practice of atomic absorption and atomic fluorescence
spectroscopy, and Chapter 10 provides a similar treatment
of atomic emission spectroscopy. Mass spectrometry is
introduced in Chapter 11, as are descriptions of various
instruments and methods of atomic mass spectrometry.
Our presentation of atomic spectrometry is completed by
a discussion of X-ray spectrometry in Chapter 12. In the

Instrumental Analysis in Action study, we examine ana-

lytical methods to monitor and speciate mercury in the

environment.

Chapter 6

An Introduction to Spectrometric Methods

Chapter 7

Components of Optical Instruments

Chapter 8

An Introduction to Optical Atomic
Spectrometry

Chapter 9

Atomic Absorption and Atomic
Fluorescence Spectrometry

Chapter 10

Atomic Emission Spectrometry

Chapter 11
Atomic Mass Spectrometry

Chapter 12
Atomic X-ray Spectrometry

Instrumental Analysis in Action—
Monitoring Mercury
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chapterSIX

An Introduction to
Spectrometric Methods

his chapter treats in a general way the interac-

tions of electromagnetic waves with atoms and

molecules. After this introduction to spectro-
metric methods, the next six chapters describe spec-
trometric methods used by scientists for identifying
and determining the elements present in various
forms of matter. Chapters 13 through 21 then discuss
the uses of spectrometry for structural determination
of molecular species and describe how these methods
are used for their quantitative determination.

Throughout this chapter, this logo indicates

an opportunity for online self-study at
www.tinyurl.com/skoogpia7, linking you to
interactive tutorials, simulations, and exercises.

120

Spectrometric methods encompass a large group of analytical
methods based on atomic and molecular spectroscopy.
Spectroscopy is a general term for the science of the interac-
tions of radiation with matter. Historically, the interactions of
interest were between electromagnetic radiation and matter,
but now spectroscopy has been broadened to include inter-
actions between matter and other forms of energy. Examples
include acoustic waves and beams of particles such as ions and
electrons. Spectrometry and spectrometric methods refer to the
measurement of the intensity of radiation with a photoelectric
transducer or other type of electronic device.

The most widely used spectrometric methods are based
on electromagnetic radiation, which is a type of energy that
takes several forms, the most readily recognizable being light
and radiant heat. Less obvious manifestations include gamma
rays and X-rays as well as ultraviolet, microwave, and radio-
frequency radiation.

6A GENERAL PROPERTIES OF
ELECTROMAGNETIC RADIATION

Many of the properties of electromagnetic radiation are conve-
niently described by means of a classical sinusoidal wave model,
which embodies such characteristics as wavelength, frequency,
velocity, and amplitude. In contrast to other wave phenomena,
such as sound, electromagnetic radiation requires no supporting
medium for its transmission and thus passes readily through a
vacuum.

The wave model fails to account for phenomena asso-
ciated with the absorption and emission of radiant energy. To
understand these processes, it is necessary to invoke a particle
model in which electromagnetic radiation is viewed as a stream
of discrete particles, or wave packets, of energy called photons.
The energy of a photon is proportional to the frequency of the
radiation. These dual views of radiation as particles and as waves
are not mutually exclusive but are complementary. Indeed, the
wave-particle duality applies to the behavior of streams of elec-
trons, protons, and other elementary particles and is completely
explained by quantum mechanics.
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FIGURE 6-1 Wave nature of a beam of single-frequency electromagnetic radiation. In (a), a plane-polarized wave is shown
propagating along the x-axis. The electric field oscillates in a plane perpendicular to the magnetic field. If the radiation were
unpolarized, a component of the electric field would be seen in all planes. In (b), only the electric field oscillations are shown.
The amplitude of the wave is the length of the electric field vector at the wave maximum, while the wavelength is the distance

between successive maxima.

6B WAVE PROPERTIES OF
ELECTROMAGNETIC RADIATION

For many purposes, electromagnetic radiation is conveniently
represented as electric and magnetic fields that undergo
in-phase, sinusoidal oscillations at right angles to each other and
to the direction of propagation. Figure 6-1a is such a representa-
tion of a single ray of plane-polarized electromagnetic radiation.
The term plane polarized implies that all oscillations of either
the electric or the magnetic field lie in a single plane. Figure 6-1b
is a two-dimensional representation of the electric component
of the ray in Figure 6-1a. The electric field strength in Figure 6-1
is represented as a vector whose length is proportional to its
magnitude (blue arrows). The abscissa of this plot is either time
as the radiation passes a fixed point in space or distance traveled
at a fixed point in time. Throughout this chapter and most of the
remaining text, only the electric component of radiation will be
considered because the electric field is responsible for most of
the phenomena that are of interest to us, including transmission,
reflection, refraction, and absorption. Note, however, that the
magnetic component of electromagnetic radiation is responsi-
ble for absorption of radio-frequency waves in nuclear magnetic
resonance (see Chapter 19).

6B-1 Wave Characteristics

In Figure 6-1b, the amplitude A of the sinusoidal wave is shown
as the length of the electric vector at a maximum in the wave.
The time in seconds required for the passage of successive
maxima or minima through a fixed point in space is called
the period p of the radiation. The frequency v is the number of
oscillations of the field that occur per second' and is equal to 1/p.

'The common unit of frequency is the reciprocal second (s '), or hertz (Hz),
which corresponds to one cycle per second.

The wavelength A is the linear distance between any two equiva-
lent points on successive waves (e.g., successive maxima or min-
. 2 T . .

ima).” Multiplication of the frequency in cycles per second by
the wavelength in meters per cycle gives the velocity of propaga-
tion v; in meters per second:

v, = VA (6-1)

It is important to realize that the frequency of a beam of
radiation is determined by the source and remains invariant. In
contrast, the velocity of radiation depends on the composition
of the medium through which it passes. Thus, Equation 6-1
implies that the wavelength of radiation also depends on
the medium. The subscript i in Equation 6-1 indicates these
dependencies.

In a vacuum, the velocity of radiation is independent of
wavelength and is at its maximum. This velocity, given the sym-
bol ¢, is 2.99792 X 10°m/s. It is significant that the velocity of
radiation in air differs only slightly from ¢ (about 0.03% less).
Thus, for either air or vacuum, Equation 6-1 can be written to
three significant figures as

c=wvA =300 X 10m/s = 3.00 X 10" cm/s  (6-2)

In any medium containing matter, propagation of radiation
is slowed by the interaction between the electromagnetic field
of the radiation and the bound electrons in the matter. Since
the radiant frequency is invariant and fixed by the source, the
wavelength must decrease as radiation passes from a vacuum
to another medium (Equation 6-2). This effect is illustrated in

The units commonly used for describing wavelength differ considerably in the
various spectral regions. For example, the angstrom unit, A (107 m), is conve-
nient for X-ray and short ultraviolet radiation; the nanometer, nm (10~° m), is
used with visible and ultraviolet radiation; the micrometer, pm (10~ ° m), is useful
for the infrared region. (The micrometer was called micron in the early literature;
use of this term is discouraged.)
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FIGURE 6-2 Change in wavelength as radiation passes from air into a dense glass and back to
air. Note that the wavelength shortens by nearly 200 nm, or more than 30%, as it passes into
glass; a reverse change occurs as the radiation again enters air.

Figure 6-2 for a monochromatic beam of visible radiation.’ Note
that the wavelength shortens nearly 200 nm, or more than 30%,
as it passes into glass. The reverse change occurs as the radiation
passes back into the air from the glass.

The wavenumber v, which is defined as the reciprocal of the
wavelength in centimeters, is yet another way of describing electro-
magnetic radiation. The unit for » is cm™'. Wavenumber is widely
used in infrared spectroscopy. The wavenumber is a useful unit
because, in contrast to wavelength, it is directly proportional to the
frequency, and thus the energy, of radiation. Thus, we can write

v = kv (6-3)

where the proportionality constant k depends on the medium
and is equal to the reciprocal of the velocity (Equation 6-1).

The power P of radiation is the energy of the beam that
reaches a given area per second, whereas the intensity I is the power
per unit solid angle. These quantities are related to the square of the
amplitude A (see Figure 6-1). Although it is not strictly correct to
do so, power and intensity are often used interchangeably.

6B-2 The Electromagnetic Spectrum

As shown in Figure 6-3, the electromagnetic spectrum encom-
passes an enormous range of wavelengths and frequencies (and
thus energies). In fact, the range is so great that a logarithmic
scale is required to represent it. Figure 6-3 also depicts qualita-
tively the major spectral regions. The divisions are based on the
methods used to generate and detect the various kinds of radi-
ation. Several overlaps are evident. Note that the portion of the
spectrum visible to the human eye is tiny when compared with
other spectral regions. Also note that spectrochemical methods
using not only visible but also ultraviolet and infrared radiation
are often called optical methods despite the human eye’s inability

*A monochromatic beam is a beam of radiation whose rays have identical wave-
lengths. A polychromatic beam is made up of rays of different wavelengths.

to sense either of the latter two types of radiation. This some-
what ambiguous terminology arises from the many common
features of instruments for the three spectral regions and the
similarities in how we view the interactions of the three types of
radiation with matter.

Table 6-1 lists the wavelength and frequency ranges for the
regions of the spectrum that are important for analytical pur-
poses and also gives the names of the various spectroscopic
methods associated with each. The last column of the table lists
the types of nuclear, atomic, or molecular quantum transitions
that serve as the basis for the various spectroscopic techniques.

6B-3 Mathematical Description of a Wave
With time as a variable, the wave in Figure 6-1b can be described
by the equation for a sine wave. That is,

y = A sin(wt + ¢) (6-4)

where y is the magnitude of the electric field at time ¢, A is the
amplitude or maximum value for y, and ¢ is the phase angle, a term
defined in Section 2B-1, page 30. The angular velocity of the vector
w is related to the frequency of the radiation v by the equation

w = 27y
Substitution of this relationship into Equation 6-4 yields
y = A sin2mvt + ¢) (6-5)

6B-4 Superposition of Waves

The principle of superposition states that when two or more waves
traverse the same space, a disturbance occurs that is the sum of
the disturbances caused by the individual waves. This princi-
ple applies to electromagnetic waves, in which the disturbances
involve an electric field, as well as to several other types of waves,

Exercise: Learn more about the electromagnetic
spectrum at www.tinyurl.com/skoogpia7
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FIGURE 6-3 Regions of the electromagnetic spectrum.

TABLE 6-1 Common Spectroscopic Methods Based on Electromagnetic Radiation

Usual

Wavelength

Type of Spectroscopy

Range*

Usual
Wavenumber
Range, cm ™

Type of
Quantum Transition

Gamma-ray emission 0.005-1.4 A — Nuclear

X-ray absorption, emission, 0.1-100 A — Inner electron

fluorescence, and diffraction

Vacuum ultraviolet absorption 10-180 nm 1 X 10°t05 X 10* Bonding electrons

Ultraviolet-visible absorption, 180-780 nm 5 X 10*to 1.3 X 10* Bonding electrons

emission, and fluorescence

Infrared absorption and 0.78-300 pm 1.3 X 10*t0 3.3 X 10!  Rotation/vibration of

Raman scattering molecules

Microwave absorption 0.75-375 mm 13-0.03 Rotation of molecules

Electron spin resonance 3 cm 0.33 Spin of electrons in a
magnetic field

Nuclear magnetic resonance 0.6-10 m 1.7 X 10 %to1 X 10°  Spin of nucleiin a
magnetic field

*TA=10"m =10"%cm
Inm =10""m=10"cm
Ipym =10 °m = 10 *cm

in which atoms or molecules are displaced. When # electromag-
netic waves differing in frequency, amplitude, and phase angle
pass some point in space simultaneously, the principle of super-
position and Equation 6-5 permit us to write

y = A, sinQ2mvit + ¢,) + A, sinQmv,t + ¢,)

+ -+ A, sinQav,t + ¢,) (6-6)

where y is the resultant field.

The black curve in Figure 6-4a shows the application of
Equation 6-6 to two waves of identical frequency but somewhat

different amplitude and phase angle. The resultant is a periodic
function with the same frequency but larger amplitude than
either of the component waves. Figure 6-4b differs from 6-4a
in that the phase difference is greater; in this case, the resultant
amplitude is smaller than the amplitudes of the component
waves. A maximum amplitude occurs when the two waves are
completely in phase—a situation that occurs whenever the phase
difference between waves (¢, — ¢,) is 0°, 360°, or an integer
multiple of 360°. Under these circumstances, maximum construc-
tive interference is said to occur. A maximum destructive inter-
ference occurs when (¢, — ¢,) is equal to 180° or 180° plus an
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FIGURE 6-4 Superposition of sinusoidal wave: (a) A; < A,, (¢ — ¢,) = 20% v, = v;
(b) A; < A,, (b1 — ¢,) = 200° v; = v,. In each instance, the black curve results from the

combination of the two other curves.
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FIGURE 6-5 Superposition of two waves of different frequencies but identical amplitudes:
(a) wave 1 with a period of 1/v,; (b) wave 2 with a period of 1/v, (v, = 1.25v,); (c) combined
wave pattern. Note that superposition of v, and v, produces a beat pattern with a period of

1/Av where Av = |v; — v,|.

integer multiple of 360°. Interference plays an important role in
many instrumental methods based on electromagnetic radiation.

Figure 6-5 depicts the superposition of two waves with
identical amplitudes but different frequencies. The resulting
wave is no longer sinusoidal but does exhibit a periodicity, or
beat. Note that the period of the beat py is the reciprocal of the
frequency difference Av between the two waves. That is,

_L_L 6-7)
P T ) _

Simulation: Learn more about superposition of
waves at www.tinyurl.com/skoogpia7

An important aspect of superposition is that a complex
waveform can be broken down into simple components by a
mathematical operation called the Fourier transformation. Jean
Fourier, French mathematician (1768-1830), demonstrated that
any periodic function, regardless of complexity, can be described
by a sum of simple sine or cosine terms. For example, the square
waveform widely encountered in electronics can be described by
an equation with the form

1
y = A(sin 2mvt + gsin 6mvt

1 1
+ 5 sin 107rvt + - - - + o sin 2n77vt) (6-8)
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FIGURE 6-6 Superposition of sine waves to form a square wave:
(a) combination of three sine waves; (b) combination of three, as in
(@), and nine sine waves.

where n takes values of 3, 5,7, 9, 11, 13, and so forth. A graphical
representation of the summation process is shown in Figure 6-6.
The blue curve in Figure 6-6a is the sum of three sine waves that
differ in amplitude in the ratio of 5:3:1 and in frequency in the
ratio of 1:3:5. Note that the resultant approximates the shape
of a square wave after including only three terms in Equation
6-8. As shown by the blue curve in Figure 6-6b, the resultant
more closely approaches a square wave when nine waves are
incorporated.

Decomposing a complex waveform into its sine or cosine
components is tedious and time consuming when done by hand.
Efficient software, however, makes routine Fourier transforma-
tions practical. The application of this technique was mentioned
in Section 5C-2 and will be considered in the discussion of sev-
eral types of spectroscopy.

6B-5 Diffraction of Radiation

All types of electromagnetic radiation exhibit diffraction, a pro-
cess in which a parallel beam of radiation is bent as it passes by a
sharp barrier or through a narrow opening. Figure 6-7 illustrates
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FIGURE 6-7 Propagation of waves through a slit: (a) xy >=> A;
(b) xy = A.

the process. Diffraction is a wave property that can be observed
not only for electromagnetic radiation but also for mechanical or
acoustical waves. For example, diffraction is easily demonstrated
in the laboratory by mechanically generating waves of constant
frequency in a tank of water and observing the wave crests before
and after they pass through a rectangular opening, or slit. When
the slit is wide relative to the wavelength (Figure 6-7a), diffrac-
tion is slight and difficult to detect. On the other hand, when the
wavelength and the slit opening are of the same order of magni-
tude, as in Figure 6-7b, diffraction becomes pronounced. Here,
the slit behaves as a new source from which waves radiate in a
series of nearly 180° arcs. The direction of the wave front appears
to bend as a consequence of passing the two edges of the slit.

Inferference phenomena cause diffraction. This relationship
is most easily understood by considering an experiment, per-
formed first by Thomas Young in 1800, in which the wave nature
of light was demonstrated unambiguously. As shown in Figure
6-8a, a parallel beam of light is allowed to pass through a narrow
slit A (or in Young’s experiment, a pinhole) after which it is dif-
fracted and illuminates more or less equally two closely spaced
slits or pinholes B and C; the radiation emerging from these slits
is then observed on the screen lying in a plane XY. If the radia-
tion is monochromatic, a series of dark and light images perpen-
dicular to the plane of the page is observed.

Figure 6-8b is a plot of the intensities of the bands as a
function of distance along the length of the screen. If, as in this
diagram, the slit widths approach the wavelength of radiation,
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FIGURE 6-8 Diffraction of monochromatic radiation by slits.

the band intensities decrease only gradually with increasing dis-
tances from the central band. With wider slits, the decrease is
much more pronounced.

In Figure 6-8a, the appearance of the central band E, which
lies in the shadow of the opaque material separating the two
slits, is readily explained by noting that the paths from B to E
and C to E are identical. Thus, constructive interference of the
diffracted rays from the two slits occurs, and an intense band is
observed. With the aid of Figure 6-8c, the conditions for max-
imum constructive interference, which result in the other light
bands, can be derived. In Figure 6-8c, the angle of diffraction
0 is the angle formed by the lines OE (the normal) and OD,
where D is the point of maximum intensity. The black lines BD
and CD represent the light paths from the slits B and C to this
point. Ordinarily, the distance OE is enormous compared to the
distance between the slits BC. As a consequence, the lines BD,
OD, and CD are, for all practical purposes, parallel. Line BF is
perpendicular to CD and forms the triangle BCF, which is, to
a close approximation, similar to DOE; consequently, the angle
CBF is equal to the angle of diffraction §. We may then write

CF = BCsin6

Because Eis so very small compared to OE, FD closely
approximates BD, and the distance CF is a good measure of the
difference in path lengths of beams BD and CD. For the two

beams to be in phase at D, it is necessary that CF corresponds to
the wavelength of the radiation; that is,

A= CF = BCsin#

Reinforcement also occurs when the additional path length
corresponds to 2A, 3A, and so forth. Thus, a more general
expression for the light bands surrounding the central band is

n\A = BCsin6 (6-9)
where n is an integer called the order of interference.

The linear displacement DE of the diffracted beam along
the plane of the screen is a function of the distance OE between
the screen and the plane of the slits, as well as the spacing
between the slits, and is given by

DE = ODsin 6
Substitution into Equation 6-9 gives
 BCDE _ BCDE
oD OE

n\ (6-10)
Equation 6-10 permits the calculation of the wavelength
from the three measurable quantities.
Simulation: Learn more about double-slit
= diffraction at www.tinyurl.com/skoogpia7




EXAMPLE 6-1

Suppose that the screen in Figure 6-8 is 2.00 m from the plane
of the slits and that the slit spacing is 0.300 mm. What is the
wavelength of radiation if the fourth band is located 15.4 mm
from the central band?

)Solution
Substituting into Equation 6-10 gives

_ 0.300 mm X 15.4 mm
2.00 m X 1000 mm/m
A =578 X 10 *mm = 578 nm

4

= 0.00231 mm

6B-6 Coherent Radiation

To produce a diffraction pattern such as that shown in Figure
6-8a, it is necessary that the electromagnetic waves that travel
from slits B and C to any given point on the screen (such as D
or E) have sharply defined phase differences that remain entirely
constant with time; that is, the radiation from slits B and C must
be coherent. The conditions for coherence are that (1) the two
sources of radiation must have identical frequencies (or sets of
frequencies) and (2) the phase relationships between the two
beams must remain constant with time. The necessity for these
requirements can be demonstrated by illuminating the two slits
in Figure 6-8a with individual tungsten lamps. Under this cir-
cumstance, the well-defined light and dark patterns disappear
and are replaced by a more or less uniform illumination of the
screen. This behavior is a consequence of the incoherent charac-
ter of filament sources (many other sources of electromagnetic
radiation are incoherent as well).

With incoherent sources, light is emitted by individual
atoms or molecules, and the resulting beam is the summation of
countless individual events, each of which lasts on the order of
10~ %s. As aresult, a beam of radiation from this type of source is
not continuous but instead is composed of a series of wave trains
that are a few meters in length at most. Because the processes
that produce trains are random, the phase differences among
the trains must also be variable. A wave train from slit B may
arrive at a point on the screen in phase with a wave train from
C so that constructive interference occurs; an instant later, the
trains may be totally out of phase at the same point, and destruc-
tive interference occurs. Thus, the radiation at all points on the
screen is governed by the random phase variations among the
wave trains; uniform illumination, which represents an average
for the trains, is the result.

There are sources that produce electromagnetic radiation
in the form of trains with essentially infinite length and constant
frequency. Examples include radio-frequency oscillators, micro-
wave sources, and optical lasers. Various mechanical sources,
such as a two-pronged vibrating tapper in a water-containing
ripple tank, produce a mechanical analog of coherent radia-
tion. When two coherent sources are substituted for slit A in the

»» 6B Wave Properties of Electromagnetic Radiation 127

experiment shown in Figure 6-8a, a regular diffraction pattern
is observed.

Diffraction patterns can be obtained from random sources,
such as tungsten filaments, provided that an arrangement sim-
ilar to that shown in Figure 6-8a is used. In this example, the
very narrow slit A assures that the radiation reaching B and C
emanates from the same small region of the source. Under this
circumstance, the various wave trains that exit from slits B and
C have a constant set of frequencies and phase relationships to
one another and are thus coherent. If the slit at A is widened so
that a larger part of the source is sampled, the diffraction pat-
tern becomes less pronounced because the two beams are only
partially coherent. If slit A is made sufficiently wide, the inco-
herence may become great enough to produce only a constant
illumination across the screen.

6B-7 Transmission of Radiation

Experimental observations show that the rate radiation propa-
gates through a transparent substance is less than its velocity in a
vacuum and depends on the kinds and concentrations of atoms,
ions, or molecules in the medium. It follows from these observa-
tions that the radiation must interact in some way with matter in
its path. Because a frequency change is not observed, however,
the interaction cannot involve a permanent energy transfer.

The refractive index of a medium is one measure of its inter-
action with radiation and is defined by
c
n = — (6-11)
Vi
where #; is the refractive index at a specified frequency i, v; is the
velocity of the radiation in the medium, and c is its velocity in
a vacuum. The refractive index of most liquids lies between 1.3
and 1.8; it is 1.3 to 2.5 or higher for solids.*

The interaction involved in transmission can be ascribed
to periodic polarization of the atomic and molecular species
that make up the medium. Polarization in this context means
the temporary deformation of the electron clouds associated
with atoms or molecules that is brought about by the alternat-
ing electromagnetic field of the radiation. Provided that the
radiation is not absorbed, the energy required for polarization
is only momentarily retained (10™"* to 10™"% s) by the species
and is reemitted without alteration as the substance returns to its
original state. Since there is no net energy change in this process,
the frequency of the emitted radiation is unchanged, but the
rate of its propagation is slowed by the time that is required for
retention and reemission to occur. Thus, transmission through a
medium can be viewed as a stepwise process that involves polar-
ized atoms, ions, or molecules as intermediates.

‘For a more complete discussion of refractive index measurement, see
T. M. Niemczyk, in Physical Methods in Modern Clinical Analysis, T. Kuwana, Ed.,
Vol. 2, pp. 337-400. New York: Academic, 1980.
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Radiation from polarized particles should be emitted in all
directions in a medium. If the particles are small, however, it can
be shown that destructive interference prevents the propagation
of significant amounts in any direction other than that of the
original light path. On the other hand, if the medium contains
large particles (such as polymer molecules or colloidal particles),
this destructive interference is incomplete, and a portion of the
beam is scattered in all directions as a consequence of the inter-
action step. Scattering is considered in Section 6B-10.

Since the velocity of radiation in matter is wavelength
dependent and since ¢ in Equation 6-11 is independent of wave-
length, the refractive index of a substance must also change
with wavelength. The variation in refractive index of a sub-
stance with wavelength or frequency is called its dispersion. The
dispersion of a typical substance is shown in Figure 6-9. The
intricacy of the curve indicates that the relationship is complex;
generally, however, dispersion plots exhibit two types of regions.
In the normal dispersion region, there is a gradual increase in
refractive index with increasing frequency (or decreasing wave-
length). Regions of anomalous dispersion are frequency ranges
in which sharp changes in refractive index occur. Anomalous
dispersion always occurs at frequencies that correspond to the
natural harmonic frequency associated with some part of a
molecule, atom, or ion of the substance. At such a frequency,
permanent energy transfer from the radiation to the substance
occurs and absorption of the beam is observed. Absorption is
discussed in Section 6C-5.

Dispersion curves are important when choosing materials
for the optical components of instruments. A substance that
exhibits normal dispersion over the wavelength region of inter-
est is most suitable for the manufacture of lenses, for which a
high and relatively constant refractive index is desirable. Chro-
matic aberrations (formation of colored images) are minimized
through the choice of such a material. In contrast, a substance
with a refractive index that is not only large but also highly
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FIGURE 6-9 A typical dispersion curve.

frequency dependent is selected for the fabrication of prisms.
The applicable wavelength region for the prism thus approaches
the anomalous dispersion region for the material from which it
is fabricated.

6B-8 Refraction of Radiation

When radiation passes at an angle through the interface between
two transparent media that have different densities, an abrupt
change in direction, or refraction, of the beam is observed as a
consequence of a difference in velocity of the radiation in the
two media. When the beam passes from a less dense to a more
dense environment, as in Figure 6-10, the bending is toward
the normal to the interface. Bending away from the normal
occurs when the beam passes from a more dense to a less dense
medium.

The extent of refraction is given by Snell’s law:

sinf, n, 1

: (6-12)
sinf, n; v,

If M, in Figure 6-10 is a vacuum, v, is equal to ¢, and n, is unity
(see Equation 6-11); with rearrangement, Equation 6-12 sim-
plifies to

( sin 6 l)vac

6-13
sin 6, (6-13)

(nz)vac =
The refractive indexes of substance M, can then be computed
from measurements of (6,),,. and 6,. For convenience, refractive
indexes are usually measured and reported with air, rather than
a vacuum, as the reference. The refractive index is then

(Sin el)air

6-14
sin 6, ( )

(112 air —

Most compilations of refractive indexes provide data in
terms of Equation 6-14. Such data are readily converted to

Normal

0, |

)

FIGURE 6-10 Refraction of light in passing from a less dense
medium M, into a more dense medium M,, where its velocity is
lower.



refractive indexes with vacuum as a reference by multiplying by
the refractive index of air relative to a vacuum. That is,

Mype = 1.000277,;,

This conversion is seldom necessary.

6B-9 Reflection of Radiation

When radiation crosses an interface between media that differ
in refractive index, reflection always occurs. The fraction of
reflected radiation becomes greater with increasing differences
in refractive index. For a beam that enters an interface at right
angles, the fraction reflected is given by

Ir _ (”2 B nl)2

g - (nz + ”1)2 (13

where I is the intensity of the incident beam and I, is the
reflected intensity; n, and n, are the refractive indexes of the two
media.

EXAMPLE 6-2

Calculate the percentage loss of intensity due to reflection of a
perpendicular beam of yellow light as it passes through a glass
cell that contains water. Assume that for yellow radiation the
refractive index of glass is 1.50, of water is 1.33, and of air is 1.00.

»Solution
The total reflective loss will be the sum of the losses occurring
at each of the interfaces. For the first interface (air to glass),
we can write

I, (1.50 — 1.00)?
== = 0.040
I, (1.50 + 1.00)

The beam intensity is reduced to (I, — 0.040I,) = 0.960I,.
Reflection loss at the glass-to-water interface is then given by
I, (150 — 1.33)
0.960I,  (1.50 + 1.33)

I, = 0.0035I,

= 0.0036

The beam intensity is further reduced to (0.960I, —
0.00351,) = 0.9571,. At the water-to-glass interface

I, (150 — 1.33)
0.9571, (1.50 + 1.33)
I, = 0.0035I,

= 0.0036

and the beam intensity becomes 0.953],. Finally, the
reflection at the second glass-to-air interface will be

I, (1.50 — 1.00)

= 5 = 0.0400
0.9531,  (1.50 + 1.00)
I, = 0.038I,
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The total reflection loss I, is
I, = 0.040I, + 0.0035I, + 0.0035I, + 0.038I,
= 0.085I,

and

Irt
— =085 or 8.5%
Iy

In later chapters we show that losses such as those shown in
Example 6-2 are of considerable significance in various optical
instruments.

Reflective losses at a polished glass or quartz surface
increase only slightly as the angle of the incident beam increases
up to about 60°. Beyond this angle, however, the percentage of
radiation that is reflected increases rapidly and approaches 100%
at 90°, or grazing incidence.

6B-10 Scattering of Radiation

As noted earlier, the transmission of radiation in matter can
be pictured as a momentary retention of the radiant energy by
atoms, ions, or molecules followed by reemission of the radia-
tion in all directions as the particles return to their original state.
With atomic or molecular particles that are small relative to the
wavelength of the radiation, destructive interference removes
most but not all of the reemitted radiation except the radiation
that travels in the original direction of the beam; the path of the
beam appears to be unaltered by the interaction. Careful obser-
vation, however, reveals that a very small fraction of the radiation
is transmitted at all angles from the original path and that the
intensity of this scattered radiation increases with particle size.

Rayleigh Scattering

Scattering by molecules or aggregates of molecules with dimen-
sions significantly smaller than the wavelength of the radiation
is called Rayleigh scattering. The intensity of the scattering is
proportional to the inverse fourth power of the wavelength, the
dimensions of the scattering particles, and the square of the polar-
izability of the particles. An everyday manifestation of Rayleigh
scattering is the blue color of the sky, which results from greater
scattering of the shorter wavelengths of the visible spectrum.

Scattering by Large Molecules

With large particles, scattering can be different in different
directions (Mie scattering). Measurements of this type of scat-
tered radiation are used to determine the size and shape of large
molecules and colloidal particles (see Chapter 34).

Raman Scattering

The Raman scattering effect differs from ordinary scattering in that
part of the scattered radiation suffers quantized frequency changes.
These changes are the result of vibrational energy level transitions
that occur in the molecules as a consequence of the polarization
process. Raman spectroscopy is discussed in Chapter 18.
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6B-11 Polarization of Radiation

Ordinary radiation consists of a bundle of electromagnetic
waves in which the vibrations are equally distributed among
a huge number of planes centered along the path of the beam.
Viewed end on, a beam of monochromatic radiation, such as
that shown in Figure 6-11a, can be visualized as an infinite set of
electric vectors that fluctuate in length from zero to a maximum
amplitude A. Figure 6-11b depicts an end-on view of these vec-
tors at various times during the passage of one wave of mono-
chromatic radiation through a fixed point in space.

Figure 6-12a shows a few of the vectors depicted in Figure
6-11b at the instant the wave is at its maximum. The vector
in any one plane, say XY as depicted in Figure 6-12a, can be
resolved into two mutually perpendicular components AB and
CD as shown in Figure 6-12b. If the two components for all of
the planes shown in Figure 6-12a are combined, the resultant
has the appearance shown in Figure 6-12c. Removal of one of
the two resultant planes of vibration in Figure 6-12¢ produces
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FIGURE 6-11 Unpolarized and plane-polarized radiation:

(a) cross-sectional view of a beam of monochromatic radiation,

(b) successive end-on view of the radiation in (a) if it is unpolar-
ized, (c) successive end-on views of the radiation of (a) if it is plane
polarized on the vertical axis.

X

B
(b) ©

FIGURE 6-12 (a) A few of the electric vectors of a beam traveling
perpendicular to the page. (b) The resolution of a vector in a plane
XY into two mutually perpendicular components. (c) The resultant
when all vectors are resolved (not to scale).

a beam that is plane polarized. The resultant electric vector of a
plane-polarized beam then occupies a single plane. Figure 6-11c
shows an end-on view of a beam of plane-polarized radiation
after various time intervals.

Plane-polarized electromagnetic radiation is produced by
certain radiant energy sources. For example, the radio waves
emanating from an antenna and the microwaves produced by
a klystron tube are both plane polarized. Visible and ultraviolet
radiation from relaxation of a single excited atom or molecule
is also polarized, but the beam from such a source has no net
polarization since it is made up of a multitude of individual wave
trains produced by an enormous number of individual atomic or
molecular events. The plane of polarization of these individual
waves is random so that their individual polarizations cancel.

Polarized ultraviolet and visible radiation is produced by
passage of radiation through media that selectively absorb,
reflect, or refract radiation that vibrates in only one plane.

6C QUANTUM-MECHANICAL
PROPERTIES OF RADIATION

When electromagnetic radiation is emitted or absorbed, a per-
manent transfer of energy from the emitting object or to the
absorbing medium occurs. To describe these phenomena, it
is necessary to treat electromagnetic radiation not as a collec-
tion of waves but rather as a stream of discrete particles called
photons or quanta. The need for a particle model for radiation
became apparent as a consequence of the discovery of the pho-
toelectric effect in the late nineteenth century.

6C-1 The Photoelectric Effect

The first observation of the photoelectric effect was made in
1887 by Heinrich Hertz, who reported that a spark jumped more
readily between two charged spheres when their surfaces were
illuminated with light. Between the time of this observation and
the theoretical explanation of the photoelectric effect by Einstein
in 1905, several important studies of the photoelectric effect were
performed with what is now known as a vacuum phototube. Ein-
stein’s explanation of the photoelectric effect was both simple
and elegant but was far enough ahead of its time that it was not
generally accepted until 1916, when Millikan’s systematic stud-
ies confirmed the details of Einstein’s theoretical conclusions.

Figure 6-13 is a schematic of a vacuum phototube circuit
similar to the one used by Millikan to study the photoelectric
effect. The surface of the large photocathode on the left is usu-
ally coated with an alkali metal or one of its compounds. When
monochromatic radiation impinges on the photocathode,
electrons are emitted from its surface with a range of kinetic
energies. As long as the voltage V applied between the anode
and the cathode is positive, the electrons are drawn from left to
right through the phototube to produce a current I in the cir-
cuit. When the voltage across the phototube is adjusted so that
the anode is slightly negative with respect to the cathode, the
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FIGURE 6-13 Apparatus for studying the photoelectric effect.
Photons enter the phototube, strike the cathode, and eject
electrons. The photoelectrons are attracted to the anode when it is
positive with respect to the cathode. When the anode is negative
as shown, the electrons are “stopped,” and no current passes. The
negative voltage between the anode and the cathode when the
current is zero is the stopping potential.

photoelectrons are repelled by the anode, and the photocurrent
decreases as expected. At this point in the experiment, however,
some of the electrons have sufficient kinetic energy to overcome
the negative potential applied to the anode, and a current is still
observed.

This experiment may be repeated for phototubes with dif-
ferent materials coating the photocathode. In each experiment,
the photocurrent is measured as a function of the applied volt-
age, and the voltage V|, at which the photocurrent becomes
precisely zero is noted. The negative voltage at which the photo-
current is zero is called the stopping voltage. It corresponds to the
potential at which the most energetic electrons from the cath-
ode are just repelled from the anode. If we multiply the stopping
voltage by the charge on the electron, e = 1.60 X 10~ cou-
lombs, we have a measure of the kinetic energy in joules of the
most energetic of the emitted electrons. When this experiment
is repeated for various frequencies of monochromatic light, the
following results are observed:

1. When light of constant frequency is focused on the
anode at low applied negative potential, the photo-
current is directly proportional to the intensity of the
incident radiation.

2. The magnitude of the stopping voltage depends on
the frequency of the radiation impinging on the
photocathode.

3. The stopping voltage depends on the chemical com-
position of the coating on the photocathode.

Tutorial: Learn more about photoelectric effect at
www.tinyurl.com/skoogpia7
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4. The stopping voltage is independent of the intensity
of the incident radiation.

These observations suggest that electromagnetic radiation
is a form of energy that releases electrons from metallic surfaces
and imparts to these electrons sufficient kinetic energy to cause
them to travel to a negatively charged electrode. Furthermore,
the number of photoelectrons released is proportional to the
intensity of the incident beam.

The results of these experiments are shown in the plots of
Figure 6-14, in which the maximum kinetic energy, or stop-
ping energy, KE, = eV of the photoelectrons is plotted against
frequency for photocathode surfaces of magnesium, cesium,
and copper. Other surfaces give plots with identical slopes, h,
but different intercepts, w. The plots shown in Figure 6-14 are
described by the equation

KE,=h — w (6-16)

In this equation, the slope 4 is Planck’s constant, which is equal
to 6.6254 X 107" joule second, and the intercept —w is the
work function, a constant that is characteristic of the surface
material and represents the minimum energy binding electron
in the metal. Approximately a decade before Millikan’s work that
led to Equation 6-16, Einstein had proposed the relationship
between frequency v of light and energy E as embodied by the
now famous equation

E=hv (6-17)

By substituting this equation into Equation 6-16 and rearrang-
ing, we obtain

E=hy=KE, + o (6-18)

This equation shows that the energy of an incoming photon is
equal to the kinetic energy of the ejected photoelectron plus
the energy required to eject the photoelectron from the surface
being irradiated.

The photoelectric effect cannot be explained by a classical
wave model but requires instead a quantum model, in which
radiation is viewed as a stream of discrete bundles of energy, or
photons as depicted in Figure 6-13. For example, calculations
indicate that no single electron could acquire sufficient energy
for ejection if the radiation striking the surface were uniformly
distributed over the face of the electrode as it is in the wave
model; nor could any electron accumulate enough energy rap-
idly enough to establish the nearly instantaneous currents that
are observed. Thus, it is necessary to assume that the energy
is not uniformly distributed over the beam front but rather is
concentrated in packets, or bundles of energy.

Equation 6-18 can be recast in terms of wavelength by sub-
stitution of Equation 6-2. That is,

(6-19)

Note that although photon energy is directly proportional to fre-
quency, it is a reciprocal function of wavelength.
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FIGURE 6-14 Maximum kinetic energy of photoelectrons emitted from
three metal surfaces as a function of radiation frequency. The y-intercepts
(—w) are the work functions for each metal. If incident photons do not

have energies of at least hv = w, no
photocathode.

EXAMPLE 6-3

Calculate the energy of (a) a 5.3-A X-ray photon and (b) a
530-nm photon of visible radiation.
e

A

E=hv

)Solution

(6.63 X 107**J-s) X (3.00 X 10°m/s)
530 A X (10" "m/A)

@ E=

=375X%X 10"'°]

The energy of radiation in the X-ray region is commonly
expressed in electron volts, the energy acquired by an electron
that has been accelerated through a potential of one volt. In
the conversion table inside the front cover of this book, we see
that 1] = 6.24 X 10'%eV.

photoelectrons are emitted from the

E=3.75X107"] x (6.24 X 10*%eV/))
=234 X 10°eV

(6.63 X 107**7-s) X (3.00 X 10®m/s)
530 nm X (10~° m/nm)

(b) E=

=375X10""J

Energy of radiation in the visible region is often expressed in
kJ/mol rather than kJ/photon to aid in the discussion of the
relationships between the energy of absorbed photons and the
energy of chemical bonds.

J

E=375%X10"Y——
photon

6.02 X 10% photons
y ( p ) y

mol

10‘3H
J

= 226 kJ/mol



6C-2 Energy States of Chemical Species

The quantum theory was first proposed in 1900 by Max Planck, a
German physicist, to explain the properties of radiation emitted
by heated bodies. The theory was later extended to rationalize
other types of emission and absorption processes. Two import-
ant postulates of quantum theory include the following:

1. Atoms, ions, and molecules can exist only in certain
discrete states, characterized by definite amounts of
energy. When a species changes its state, it absorbs
or emits an amount of energy exactly equal to the
energy difference between the states.

2. When atoms, ions, or molecules absorb or emit
radiation in making the transition from one energy
state to another, the frequency v or the wavelength
A of the radiation is related to the energy difference
between the states by the equation

E - (6-20)
where E, is the energy of the higher state and £, the

energy of the lower state. The terms ¢ and h are the
speed of light and the Planck constant, respectively.

For atoms or ions in the elemental state, the energy of any
given state arises from the motion of electrons around the posi-
tively charged nucleus. Because of this, the various energy states
are called electronic states. In addition to having electronic states,
molecules also have quantized vibrational states that are asso-
ciated with the energy of interatomic vibrations and quantized
rotational states that arise from the rotation of molecules around
their centers of mass.
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The lowest energy state of an atom or molecule is its ground
state. Higher energy states are termed excited states. At room
temperature chemical species are primarily in their ground state.

6C-3 Interactions of Radiation and Matter
Spectroscopists use the interactions of radiation with matter
to obtain information about a sample. Several of the chemical
elements were discovered by spectroscopy. The sample is usu-
ally stimulated by applying energy in the form of heat, electrical
energy, light, particles, or a chemical reaction. Prior to applying
the stimulus, the analyte is predominantly in its lowest energy
state, or ground state. The stimulus then causes some of the ana-
lyte species to undergo a transition to a higher energy, or excited
state. We acquire information about the analyte by measuring
the electromagnetic radiation emitted as it returns to the ground
state or by measuring the amount of electromagnetic radiation
absorbed or scattered as a result of excitation.

Figure 6-15 illustrates the processes involved in emission
and chemiluminescence spectroscopy. As shown in Figure
6-15a, the analyte is stimulated by heat or electrical energy or
by a chemical reaction. Emission spectroscopy usually involves
methods in which the stimulus is heat or electrical energy, and
chemiluminescence spectroscopy refers to excitation of the ana-
lyte by a chemical reaction. In both cases, measurement of the
radiant power emitted as the analyte returns to the ground state,
as shown in Figure 6-15b, can give information about its iden-
tity and concentration. The results of such a measurement are
often expressed graphically by a spectrum, which is a plot of the
emitted radiation as a function of frequency or wavelength (see
Figure 6-15c).

Emitted 2 +
rad}i;ition | ~< Ey = hvy = heldy,
E 1
A
| : - E, = hvy = hel),
: | ~—E, = hv, = hel),
0 L 4
(b)
Pg
Thermal, electrical, L L A
or chemical energy Ay M A
(a) ©

FIGURE 6-15 Emission or chemiluminescence processes. In (a), the sample is
excited by the application of thermal, electrical, or chemical energy. These pro-
cesses do not involve radiant energy and are hence called nonradiative processes.
In the energy level diagram (b), the dashed black lines with upward-pointing
arrows symbolize these nonradiative excitation processes, while the solid colored
lines with downward-pointing arrows indicate that the analyte loses its energy by
emission of a photon. In (c), the resulting spectrum is shown as a measurement
of the radiant power emitted Pg as a function of wavelength, A.
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When the sample is stimulated by application of an external
electromagnetic radiation source, several processes are possi-
ble. For example, the radiation can be reflected (Section 6B-9),
scattered (Section 6B-10), or absorbed (Section 6C-5). When
some of the incident radiation is absorbed, it promotes some of
the analyte species to an excited state, as shown in Figure 6-16.
In absorption spectroscopy, we measure the amount of light
absorbed as a function of wavelength. This can give both quali-
tative and quantitative information about the sample. In photo-
luminescence spectroscopy (Figure 6-17), the emission of photons
is measured after absorption. The most important forms of
photoluminescence for analytical purposes are fluorescence and
phosphorescence spectroscopy.

When radiation is scattered, the interaction of the incom-
ing radiation with the sample may be elastic or inelastic. In

elastic scattering, the wavelength of the scattered radiation is
the same as that of the source radiation. The intensity of the
elastically scattered radiation is used to make measurements
in nephelometry and turbidimetry, and particle sizing. Raman
spectroscopy, which is mentioned briefly in Section 6B-10 and
is discussed in detail in Chapter 18, uses inelastic scattering
to produce a vibrational spectrum of sample molecules, as
illustrated in Figure 6-18. In this type of spectroscopic anal-
ysis, the intensity of the scattered radiation is recorded as a
function of the frequency shift of the incident radiation. The
intensity of Raman peaks is related to the concentration of the
analyte.
Simulation: Learn more about the interaction of
radiation with matter at www.tinyurl.com/skoogpia7

<~——E, = hvy, = hc/A,

2 S
: ol 1_r_
- Sample
Incident i Transmitted
radiation radiation
Py p 0

E| = hv| = hc/\,

(a)

Ay A

(b) (©)

FIGURE 6-16 Absorption methods. Radiation of incident radiant power P, can be absorbed by the analyte, resulting in a transmitted

beam of lower radiant power P. For absorption to occur, the energy

of the incident beam must correspond to one of the energy

differences shown in (b). The resulting absorption spectrum is shown in (c).
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FIGURE 6-17 Photoluminescence methods (fluorescence and phosphorescence). Fluorescence
and phosphorescence result from absorption of electromagnetic radiation and then dissipation
of the energy emission of radiation (a). In (b), the absorption can cause excitation of the ana-
lyte to state 1 or state 2. Once excited, the excess energy can be lost by emission of a photon
(luminescence, shown as solid line) or by nonradiative processes (dashed lines). The emission
occurs over all angles, and the wavelengths emitted (c) correspond to energy differences
between levels. The major distinction between fluorescence and phosphorescence is the time
scale of emission, with fluorescence being prompt and phosphorescence being delayed.
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FIGURE 6-18 Inelastic scattering in Raman spectroscopy. (a) As incident radiation of frequency v,, impinges on the sample,
molecules of the sample are excited from one of their ground vibrational states to a higher so-called virtual state, indicated by
the dashed level in (b). When the molecule relaxes, it may return to the first vibrational state as indicated and emit a photon of
energy £ = h(ve, — v,) where v, is the frequency of the vibrational transition. Alternatively, if the molecule is in the first excited
vibrational state, it may absorb a quantum of the incident radiation, be excited to the virtual state, and relax back to the ground
vibrational state. This process produces an emitted photon of energy £ = h(v., + v,). In both cases, the emitted radiation differs

in frequency from the incident radiation by the vibrational frequency of the molecule »,. (c) The spectrum resulting from the

inelastically scattered radiation shows three peaks: one at v, —

v, (Stokes), a second intense peak at v, for radiation that is

scattered without a frequency change, and a third (anti-Stokes) at v, + »,. The intensities of the Stokes and anti-Stokes peaks
give quantitative information, and the positions of the peaks give qualitative information about the sample molecule.

6C-4 Emission of Radiation

Electromagnetic radiation is produced when excited parti-
cles (atoms, ions, or molecules) relax to lower energy levels
by giving up their excess energy as photons. Excitation can
be brought about in several ways, including (1) bombard-
ment with electrons or other elementary particles, which
generally leads to the emission of X-radiation; (2) exposure
to an electric current, an ac spark, or an intense heat source
(flame, dc arc, or furnace), producing ultraviolet, visible, or
infrared radiation; (3) irradiation with a beam of electro-
magnetic radiation, which produces fluorescence radiation;
and (4) an exothermic chemical reaction that produces
chemiluminescence.

Radiation from an excited source is conveniently character-
ized by means of an emission spectrum, which usually takes the
form of a plot of the relative power of the emitted radiation as
a function of wavelength or frequency. Figure 6-19 illustrates a
typical emission spectrum, which was obtained by aspirating a
brine solution into an oxyhydrogen flame. Three types of spec-
tra appear in the figure: lines, bands, and a continuum. The line
spectrum is made up of a series of sharp, well-defined peaks
caused by excitation of individual atoms. The band spectrum
consists of several groups of lines so closely spaced that they
are not completely resolved. The source of the bands consists of
small molecules or radicals. Finally, the continuum portion of
the spectrum is responsible for the increase in the background
that is evident above about 350 nm. The line and band spectra

are superimposed on this continuum. The source of the contin-
uum is described on page 137.

Figure 6-20 is an X-ray emission spectrum produced by
bombarding a piece of molybdenum with an energetic stream
of electrons. Note the line spectrum superimposed on the con-
tinuum. The source of the continuum in X-ray emission is
described in Section 12A-1.

Line Spectra

Line spectra in the ultraviolet and visible regions are produced
when the radiating species are individual atomic particles that
are well separated in the gas phase. The individual particles in
a gas behave independently of one another, and the spectrum
consists of a series of sharp lines with widths on the order of
107 nm (10~* A). In Figure 6-19, lines for gas-phase sodium,
potassium, and calcium are identified.

The energy-level diagram in Figure 6-21 shows the source
of two of the lines in a typical emission spectrum of an element.
The horizontal line labeled E, corresponds to the lowest, or
ground-state, energy of the atom. The horizontal lines labeled
E, and E, are two higher-energy electronic levels of the species.
For example, the single outer electron in the ground state E, for
a sodium atom is located in the 3s orbital. Energy level E, then
represents the energy of the atom when this electron has been
promoted to the 3p state by absorption of thermal, electrical, or
radiant energy. The promotion is depicted by the shorter wavy
arrow on the left in Figure 6-21a. After perhaps 10™% s, the atom
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FIGURE 6-20 X-ray emission spectrum of molybdenum metal.

returns to the ground state, emitting a photon whose frequency
and wavelength are given by Equation 6-20.

1= (El - Eo)/h
A, = he/(E, — E,)

This emission process is illustrated by the shorter colored arrow
on the right in Figure 6-21a. The line (actually lines) at about
590 nm is the result of the 3p to 3s transition.

For the sodium atom, E, in Figure 6-21 corresponds to
the more energetic 4p state; the resulting emitted radiation A,
appears at a shorter wavelength or a higher frequency. The line
at about 330 nm in Figure 6-19 results from this transition.

X-ray line spectra are also produced by electronic tran-
sitions. In this case, however, the electrons involved are those
in the innermost orbitals. Thus, in contrast to ultraviolet and
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FIGURE 6-21 Energy-level diagrams for (a) a sodium atom showing
the source of a line spectrum and (b) a simple molecule showing the

source of a band spectrum.

visible emissions, the X-ray spectrum for an element is indepen-
dent of its environment. For example, the emission spectrum
for molybdenum is the same regardless of whether the sample
being excited is molybdenum metal, solid molybdenum sulfide,
gaseous molybdenum hexafluoride, or an aqueous solution of an
anionic complex of the metal.

Band Spectra

Band spectra are often encountered in spectral sources when
gaseous radicals or small molecules are present. For example,
in Figure 6-19 bands for OH, MgOH, and MgO are labeled
and consist of a series of closely spaced lines that are not fully
resolved by the instrument used to obtain the spectrum. Bands
arise from numerous quantized vibrational levels that are
superimposed on the ground-state electronic energy level of a
molecule.

Figure 6-21b is a partial energy-level diagram for a molecule
that shows its ground state E, and two of its excited electronic
states, E; and E,. A few of the many vibrational levels associated
with the ground state are also shown. Vibrational levels associ-
ated with the two excited states have been omitted because the
lifetime of an excited vibrational state is brief compared with that
of an electronically excited state (about 107" s versus 107% s).
Because of this tremendous difference in lifetimes, an electron
excited to one of the higher vibrational levels of an electronic
state relaxes to the lowest vibrational level of that state before
an electronic transition to the ground state can occur. Therefore,
the radiation produced by the electrical or thermal excitation of
polyatomic species nearly always results from a transition from
the lowest vibrational level of an excited electronic state to any of
the several vibrational levels of the ground state.

The mechanism by which a vibrationally excited species
relaxes to the nearest electronic state involves a transfer of its
excess energy to other atoms in the system through a series

of collisions. As noted, this process takes place at an enor-
mous speed. Relaxation from one electronic state to another
can also occur by collisional transfer of energy, but the rate of
this process is slow enough that relaxation by photon release
is favored.

The energy-level diagram in Figure 6-21b illustrates the
mechanism by which two radiation bands that consist of five
closely spaced lines are emitted by a molecule excited by ther-
mal or electrical energy. For a real molecule, the number of indi-
vidual lines is much larger because in addition to the numerous
vibrational states, a multitude of rotational states are superim-
posed on each. The differences in energy among the rotational
levels is perhaps an order of magnitude smaller than that for
vibrational states. Thus, a real molecular band would be made
up of many more lines than we have shown in Figure 6-21b, and
these lines would be much more closely spaced.

Continuum Spectra

As shown in Figure 6-22, truly continuum radiation is produced
when solids are heated to incandescence. Thermal radiation of
this kind, which is called blackbody radiation, is characteristic
of the temperature of the emitting surface rather than the mate-
rial composing that surface. Blackbody radiation is produced by
the innumerable atomic and molecular oscillations excited in
the condensed solid by the thermal energy. Note that the energy
peaks in Figure 6-22 shift to shorter wavelengths with increasing
temperature. It is clear that very high temperatures are needed to
cause a thermally excited source to emit a substantial fraction of
its energy as ultraviolet radiation.

As noted earlier, part of the continuum background radi-
ation exhibited in the flame spectrum shown in Figure 6-19 is
probably thermal emission from incandescent particles in the
flame. Note that this background decreases rapidly as the ultra-
violet region is approached.
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FIGURE 6-22 Blackbody radiation curves.

Heated solids are important sources of infrared, visi-
ble, and longer-wavelength ultraviolet radiation for analytical
instruments.

6C-5 Absorption of Radiation

When radiation passes through a solid, liquid, or gaseous sam-
ple, certain frequencies may be selectively removed by absorp-
tion, a process in which electromagnetic energy is transferred to
the atoms, ions, or molecules composing the sample. Absorp-
tion promotes these particles from their normal room tem-
perature state, or ground state, to one or more higher-energy
excited states.

According to quantum theory, atoms, molecules, and ions
have only a limited number of discrete energy levels; for absorp-
tion of radiation to occur, the energy of the exciting photon
must exactly match the energy difference between the ground
state and one of the excited states of the absorbing species. Since
these energy differences are unique for each species, a study of
the frequencies of absorbed radiation can be used to character-
ize and identify the constituents of a sample. For this purpose,
a plot of absorbance as a function of wavelength or frequency
is experimentally determined (absorbance, a measure of the
decrease in radiant power, is defined by Equation 6-32 in Sec-
tion 6D-2). Typical absorption spectra are shown in Figure 6-23.

The four plots in Figure 6-23 reveal that absorption spec-
tra vary widely in appearance; some are made up of numerous
sharp peaks, while others consist of smooth continuous curves.
In general, the nature of a spectrum is influenced by such vari-
ables as the complexity, the physical state, and the environment
of the absorbing species. More fundamental, however, are the
differences between absorption spectra for atoms and those for
molecules.

Atomic Absorption

When polychromatic ultraviolet or visible radiation passes
through a medium that consists of monoatomic particles, such
as gaseous mercury or sodium, absorption can occur at a few
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FIGURE 6-23 Some typical ultraviolet absorption spectra.

well-defined frequencies (see Figure 6-23a). The relative sim-
plicity of such spectra is due to the small number of possible
energy states for the absorbing particles. Excitation can occur
only by an electronic process in which one or more of the elec-
trons of the atom are raised to a higher energy level. For exam-
ple, sodium vapor exhibits two closely spaced, sharp absorption
peaks in the yellow region of the visible spectrum (589.0 and
589.6 nm) as a result of excitation of the 3s electron to two 3p
states that differ only slightly in energy. Several other narrow
absorption lines, corresponding to other allowed electronic
transitions, are also observed. For example, an ultraviolet peak
at about 285 nm results from the excitation of the 3s electron
in sodium to the excited 5p state, a process that requires signifi-
cantly greater energy than does excitation to the 3p state (in
fact, the peak at 285 nm is also a doublet; the energy difference
between the two peaks is so small, however, that most instru-
ments cannot resolve them).

Ultraviolet and visible radiation have enough energy to
cause transitions of the outermost, or bonding, electrons only.
X-ray frequencies, on the other hand, are several orders of
magnitude more energetic (see Example 6-3) and are capable
of interacting with electrons that are closest to the nuclei of
atoms. Absorption peaks that correspond to electronic tran-
sitions of these innermost electrons are thus observed in the
X-ray region.



Molecular Absorption

Absorption spectra for polyatomic molecules, particularly in the
condensed state, are considerably more complex than atomic
spectra because the number of energy states of molecules is
generally enormous when compared with the number of energy
states for isolated atoms. The energy E associated with the bands
of a molecule is made up of three components. That is,

E= Eelectronic + Evibrational + Erotational (6'21)

where E..ironic describes the electronic energy of the molecule
that arises from the energy states of its several bonding elec-
trons. The second term on the right refers to the total energy
associated with the multitude of interatomic vibrations that are
present in molecular species. Generally, a molecule has many
more quantized vibrational energy levels than it does electronic
levels. Finally, E, ona is the energy caused by various rotational
motions within a molecule; again the number of rotational states
is much larger than the number of vibrational states. Thus, for
each electronic energy state of a molecule, there are normally
several possible vibrational states. For each of these vibra-
tional states, in turn, numerous rotational states are possible.
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Figure 6-24 is a graphical representation of the energy lev-
els associated with a few of the numerous electronic and vibra-
tional states of a molecule. The heavy line labeled E, represents
the electronic energy of the molecule in its ground state (its state
of lowest electronic energy); the lines labeled E, and E, represent
the energies of two excited electronic states. Several of the many
vibrational energy levels (e, e, . . . , e,) are shown for each of
these electronic states.

Figure 6-24 shows that the energy difference between the
ground state and an electronically excited state is large rela-
tive to the energy differences between vibrational levels in a
given electronic state (typically, the two differ by a factor of
10 to 100).

The arrows in Figure 6-24a depict some of the transitions
that result from absorption of radiation. Visible radiation causes
excitation of an electron from E; to any of the n vibrational levels
associated with E, (only five of the n vibrational levels are shown
in Figure 6-24). Potential absorption frequencies are then given
by n equations, each with the form

1
v,=—(E, +e —E,) (6-22)
As a result, the number of possible energy levels for a molecule fopt T 0
is normally orders of magnitude greater than the number of .
. . wherei = 1,2,3,...,n.
possible energy levels for an isolated atom.
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FIGURE 6-24 Partial energy-level diagrams for a fluorescent organic molecule.
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Similarly, if the second electronic state has m vibrational
levels (four of which are shown), potential absorption frequen-
cies for ultraviolet radiation are given by m equations such as

1
v, = Z(E2 + e/ — E,) (6-23)

wherei =1,2,3,...,m.

Finally, as shown in Figure 6-24a, the less energetic near-
and mid-infrared radiation can bring about transitions only
among the k vibrational levels of the ground state. Here, k poten-
tial absorption frequencies are given by k equations, which may
be formulated as

(6-24)

wherei =1,2,3,...,k.

Although they are not shown, several rotational energy
levels are associated with each vibrational level in Figure 6-24.
The energy difference between the rotational energy levels is
small relative to the energy difference between vibrational lev-
els. Transitions between a ground and an excited rotational state
are brought about by radiation in the 0.01- to 1-cm-wavelength
range, which includes microwave and longer-wavelength infra-
red radiation.

In contrast to atomic absorption spectra, which consist of
a series of sharp, well-defined lines, molecular spectra in the
ultraviolet and visible regions are ordinarily characterized by
absorption regions that often encompass a substantial wave-
length range (see Figure 6-23b, c). Molecular absorption also
involves electronic transitions. As shown by Equations 6-23
and 6-24, however, several closely spaced absorption lines will
be associated with each electronic transition, because of the
existence of numerous vibrational states. Furthermore, as we
have mentioned, many rotational energy levels are associated
with each vibrational state. As a result, the spectrum for a mol-
ecule usually consists of a series of closely spaced absorption
lines that constitute an absorption band, such as those shown
for benzene vapor in Figure 6-23b. Unless a high-resolution
instrument is used, the individual peaks may not be detected,
and the spectra will appear as broad smooth peaks such as
those shown in Figure 6-23c. Finally, in the condensed state,
and in the presence of solvent molecules, the individual lines
tend to broaden even further to give nearly continuous spectra
such as that shown in Figure 6-23d. Solvent effects are consid-
ered in later chapters.

Pure vibrational absorption is observed in the infrared
region, where the energy of radiation is insufficient to cause
electronic transitions. Such spectra exhibit narrow, closely
spaced absorption peaks that result from transitions among the
various vibrational quantum levels (see the transition labeled
IR at the bottom of Figure 6-24a). Variations in rotational levels
may give rise to a series of peaks for each vibrational state; but

in liquid and solid samples rotation is often hindered to such an
extent that the effects of these small energy differences are not
usually detected. Pure rotational spectra for gases can, however,
be observed in the microwave region.

Absorption Induced by a Magnetic Field

When electrons of the nuclei of certain elements are subjected
to a strong magnetic field, additional quantized energy levels
can be observed as a consequence of the magnetic properties of
these elementary particles. The differences in energy between
the induced states are small, and transitions between the states
are brought about only by absorption of long-wavelength (or
low-frequency) radiation. With nuclei, radio waves ranging
from 30 to 500 MHz (A = 1000 to 60 cm) are generally involved;
for electrons, microwaves with a frequency of about 9500 MHz
(A = 3cm) are absorbed. Absorption by nuclei or by electrons in
magnetic fields is studied by nuclear magnetic resonance (NMR)
and electron spin resonance (ESR) techniques, respectively; NMR
methods are considered in Chapter 19.

6C-6 Relaxation Processes

Ordinarily, the lifetime of an atom or molecule excited by
absorption of radiation is brief because there are several relax-
ation processes that permit its return to the ground state.

Nonradiative Relaxation

As shown in Figure 6-24b, nonradiative relaxation involves
the loss of energy in a series of small steps, the excitation
energy being converted to kinetic energy by collision with
other molecules. A minute increase in the temperature of the
system results.

As shown by the blue lines in Figure 6-24c, relaxation can
also occur by emission of fluorescence radiation. Still other
relaxation processes are discussed in Chapters 15, 18, and 19.

Fluorescence and Phosphorescence Emission
Fluorescence and phosphorescence are analytically important
emission processes in which species are excited by absorption
of a beam of electromagnetic radiation; radiant emission then
occurs as the excited species return to the ground state. Fluo-
rescence occurs more rapidly than phosphorescence and is gen-
erally complete after about 107> s from the time of excitation.
Phosphorescence emission takes place over periods longer than
107" s and may indeed continue for minutes or even hours after
irradiation has ceased. Fluorescence and phosphorescence are
most easily observed at a 90° angle to the excitation beam.

Resonance fluorescence describes the process in which the
emitted radiation is identical in frequency to the exciting radi-
ation. The lines labeled 1 and 2 in Figure 6-24c are examples
of resonance fluorescence. Resonance fluorescence is most
commonly produced by atoms in the gaseous state, which do
not have vibrational energy states superimposed on electronic
energy levels.



Nonresonance fluorescence is caused by irradiation
of molecules in solution or in the gas phase. As shown in
Figure 6-24a, absorption of radiation promotes the molecules
into any of the several vibrational levels associated with the two
excited electronic levels. The lifetimes of these excited vibra-
tional states are, however, only on the order of 10~ " s, which is
much smaller than the lifetimes of the excited electronic states
(107% s). Therefore, on the average, vibrational relaxation
occurs before electronic relaxation. As a result, the energy of
the emitted radiation is smaller than that of the absorbed by an
amount equal to the vibrational excitation energy. For exam-
ple, for the absorption labeled 3 in Figure 6-24a, the absorbed
energy is equal to (E, — E, + e — efj), whereas the energy of
the fluorescence radiation is again given by (E, — E,). Thus,
the emitted radiation has a lower frequency, or longer wave-
length, than the radiation that excited the fluorescence. This
shift in wavelength to lower frequencies is sometimes called
the Stokes shift as mentioned in connection with Raman scat-
tering in Figure 6-18.

Phosphorescence occurs when an excited molecule relaxes
to a metastable excited electronic state (called the triplet state),
which has an average lifetime of greater than about 10> s. The
nature of this type of excited state is discussed in Chapter 15.

6C-7 The Uncertainty Principle

The uncertainty principle was first proposed in 1927 by Werner
Heisenberg, who postulated that nature places limits on the pre-
cision with which certain pairs of physical measurements can
be made. The uncertainty principle, which has important and
widespread implications in instrumental analysis, can be derived
from the principle of superposition, which was discussed in
Section 6B-4. Applications of this principle will be found in sev-
eral later chapters that deal with spectroscopic methods.’

Let us suppose that we wish to determine the frequency v,
of a monochromatic beam of radiation by comparing it with the
output of a standard clock, which is an oscillator that produces a
light beam that has a precisely known frequency of v,. To detect
and measure the difference between the known and unknown
frequencies, Av = v, — v,, we allow the two beams to interfere
as in Figure 6-5 and determine the time interval for a beat (A to
B in Figure 6-5). The minimum time At required to make this
measurement must be equal to or greater than the period of one
beat, which as shown in Figure 6-5, is equal to 1/Av. Therefore,
the minimum time for a measurement is given by

At = 1/Av
or

AtAv = 1 (6-25)

°A general essay on the uncertainty principle, including applications, is given by
L. S. Bartell, J. Chem. Ed., 1985, 62, 192, DOI: 10.1021/ed062p192.
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Note that to determine Av with negligibly small uncertainty, a
huge measurement time is required. If the observation extends
over a very short period, the uncertainty will be large.

Let us multiply both sides of Equation 6-25 by Planck’s
constant to give

At-(hAv) = h
From Equation 6-17, we can see that
AE = hAv
and
At-AE=h (6-26)

Equation 6-26 is one of several ways of formulating the
Heisenberg uncertainty principle. The meaning in words of
this equation is as follows. If the energy E of a particle or sys-
tem of particles—photons, electrons, neutrons, or protons, for
example—is measured for an exactly known period of time At,
then this energy is uncertain by at least h/At. Therefore, the
energy of a particle can be known with zero uncertainty only
if it is observed for an infinite period. For finite periods, the
energy measurement can never be more precise than h/At. The
practical consequences of this limitation are discussed in several
of the chapters that follow.

6D QUANTITATIVE ASPECTS
OF SPECTROCHEMICAL
MEASUREMENTS

As shown in Table 6-2, there are four major classes of spectro-
chemical methods. All four require the measurement of radiant
power P, which is the energy of a beam of radiation that reaches
a given area per second. In modern instruments, radiant power
is determined with a radiation detector that converts radiant
energy into an electrical signal S. Generally S is a voltage or a
current that ideally is directly proportional to radiant power.
That is,

S =kP (6-27)

where k is a constant.

Many detectors exhibit a small, constant response, known
as a dark signal or dark response (usually a current or voltage),
in the absence of radiation. In those cases, the total signal is
described by the relationship

S=kP+ k, (6-28)

where ky is the dark response, which is generally small and con-
stant at least for short periods of time. Spectrochemical instru-
ments are usually equipped with a compensating circuit that
reduces ky to zero whenever measurements are made. With such
instruments, Equation 6-27 then applies.
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TABLE 6-2 Major Classes of Spectrochemical Methods

Radiant Power Concentration
Measured Relationship
Emission Emitted, P, P, = kc
Luminescence Luminescent, P; P, = kc
Scattering Scattered, P, P, = kc
Absorption Incident, P, and P
. —log— = kc
transmitted, P P,

Type of Methods

Atomic emission

Atomic and molecular fluorescence, phosphorescence,
and chemiluminescence

Raman scattering, turbidimetry, and particle sizing

Atomic and molecular absorption

6D-1 Emission, Luminescence,
and Scattering Methods

As shown in column 3 of Table 6-2, in emission, luminescence,
and scattering methods, the power of the radiation emitted by
an analyte after excitation is ordinarily directly proportional to
the analyte concentration ¢ (P, = kc). Combining this equation
with Equation 6-27 gives

S=k'c (6-29)

where k' is a constant that can be evaluated by measuring S after
excitation of one or more standards of known concentration.

6D-2 Absorption Methods

As shown in Table 6-2, quantitative absorption methods require
two power measurements: one before a beam has passed through
the medium that contains the analyte (Py) and the other after
passing through the medium (P). Two terms, which are widely
used in absorption spectrometry and are related to the ratio of
P, and P, are transmittance and absorbance.

Transmittance

Figure 6-25 shows a beam of parallel radiation before and after
it has passed through a medium that has a thickness of b cm
and a concentration ¢ of an absorbing species. As a consequence

Absorbing
solution of
concentration ¢

P

T=2L

P P,
N P
A= logP

FIGURE 6-25 Attenuation of a beam of radiation by an absorbing

solution. The larger arrow on the incident beam signifies a higher

radiant power than is transmitted by the solution. The path length
of the absorbing solution is b, and the concentration is c.

of interactions between the photons and absorbing atoms or
molecules, the power of the beam is reduced (attenuated) from
P, to P. The transmittance T of the medium is then the fraction
of incident radiation transmitted by the medium:

p
T=— (6-30)
Py
Transmittance is often expressed as a percentage or
P
%T = o X 100% (6-31)

0

Absorbance
The absorbance A of a medium is defined by the equation
B
A=—log,T= log; (6-32)
Note that, in contrast to transmittance, the absorbance of a
medium increases as attenuation of the beam becomes greater.

Beer’s Law

For monochromatic radiation, absorbance is directly propor-
tional to the path length b through the medium and the concen-
tration ¢ of the absorbing species. These relationships are given by

A = abc (6-33)

where a is a proportionality constant called the absorptivity. The
magnitude of a depends on the units used for b and c. For solu-
tions of an absorbing species, b is often given in centimeters and
¢ in grams per liter. Absorptivity then has units of L g™ cm™".

When the concentration in Equation 6-33 is expressed in
moles per liter and the cell length is in centimeters, the absorp-
tivity is called the molar absorptivity and is given the special sym-
bol €. Thus, when b is in centimeters and ¢ is in moles per liter,

A = €bc (6-34)

where € has the units L mol ' cm ™%

Tutorial: Learn more about transmittance and
absorbance at www.tinyurl.com/skoogpia7

Tutorial: Learn more about Beer’s law at www.tinyurl
.com/skoogpia7
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FIGURE 6-26 Single-beam photometer for absorption measurements in

the visible region.

Equations 6-33 and 6-34 are expressions of Beer’s law, which
serves as the basis for quantitative analyses by both atomic and
molecular absorption measurements. There are certain limita-
tions to the applicability of Beer’s law, and these are discussed in
detail in Section 13B-2.

Measurement of Transmittance and Absorbance
Figure 6-26 is a schematic of a simple instrument called a pho-
tometer, which is used for measuring the transmittance and
absorbance of aqueous solutions with a filtered beam of visi-
ble radiation. Here, the radiation from a tungsten bulb passes
through a colored glass filter that restricts the radiation to a
limited band of contiguous wavelengths. The beam then passes
through a variable diaphragm that permits adjustment of the
power of the radiation that reaches the transparent cell that con-
tains the sample. A shutter can be imposed in front of the dia-
phragm that completely blocks the beam. With the shutter open,
the radiation strikes a photoelectric transducer that converts the
radiant energy of the beam to a signal (current or voltage) that
can be measured with a digital meter as shown. The output of
the meter S is described by Equation 6-28.

To make such an instrument direct reading in percent
transmittance, two preliminary adjustments are made: the 0%
T, or dark response adjustment, and the 100% T adjustment.
The 0% T adjustment is made with the detector screened from
the source by closing the mechanical shutter. Any small dark
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response in the detector is nulled electrically until the digital
display reads zero.

The 100% T adjustment is made with the shutter open and
with the solvent cell in the light path. Usually, the solvent is
contained in a cell that is as nearly as possible identical to the
cell that contains the sample. The 100% T adjustment with this
instrument involves varying the power of the beam by means
of the variable diaphragm; in some instruments, the same
effect is realized by varying the radiant output of the source
electrically. The radiant power that reaches the detector is then
varied until the digital display reads exactly 100. Effectively,
this procedure sets P, in Equation 6-31 at 100%. When the sol-
vent is replaced by the cell that contains the sample, the scale
then indicates the percent transmittance directly, as shown by
the equation

P
%T = — X 100% =
P, 100%

X 100% = P

Many of today’s photometers linearize the readout by conver-
sion to a logarithmic function as discussed in Section 13D. For
direct absorbance readout, the zero absorbance is set with the
shutter open and the solvent in the sample cell. No measure-
ment with the light blocked (corresponding to 0 %7T) is needed.
Hence, the dark response must be negligible or set to zero by
other means.

*Answers are provided at the end of the book for problems marked with an asterisk.

Problems with this icon are best solved using spreadsheets.

6-1 Define
(a) coherent radiation
(b) superposition principle
(c) refractive index of a medium

(d) normal dispersion of a substance
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(e) anomalous dispersion

(f) work function of a substance
(g) photoelectric effect

(h) ground state of a molecule
(i) electronic excitation

(j) fluorescence

(k) phosphorescence

() transmittance

(m) absorptivity

(n) absorbance

(o) vibrational relaxation

(p) Stokes shift

*6-2  Calculate the frequency in hertz, the energy in joules, and the energy in electron volts of an X-ray photon
with a wavelength of 5.47 A.

*6-3  Calculate the frequency in hertz, the wavelength in um, and the energy in joules associated with the
2843 cm™! vibrational absorption band of an aliphatic ketone.

*6-4 Calculate the wavelength and the energy in joules associated with an NMR signal at 250 MHz.

*6-5  Calculate the velocity, frequency, and wavelength of the sodium D line (A = 589 nm) as light from this
source passes through a species whose refractive index, np, is 1.12.

*6-6  When the D line of sodium light impinges an air-diamond interface at an angle of incidence of 25.0°, the
angle of refraction is 10.1°. What is np, for diamond?

*6-7  What is the wavelength of a photon that has three times as much energy as that of a photon whose
wavelength is 820 nm?

*6-8  The silver bromide bond energy is approximately 243 kJ/mol (AgBr is unusually sensitive to light and was
widely used in photography). What is the longest wavelength of light that is capable of breaking the bond in
silver bromide?

*6-9  Cesium is used extensively in photocells and in television cameras because it has the lowest ionization
energy of all the stable elements.

(@) What is the maximum kinetic energy of a photoelectron ejected from cesium by 520 nm light? Note
that if the wavelength of the light used to irradiate the cesium surface becomes longer than 660 nm, no
photoelectrons are emitted.

(b) Use the rest mass of the electron to calculate the velocity of the photoelectron in (a).

*6-10 The Wien displacement law for blackbody radiators states that the product of temperature in kelvin and the
wavelength of maximum emission is a constant k (k = T - A, ). Calculate the wavelength of maximum
emission for a Globar infrared source operated at 1900 K. Use the data in Figure 6-22 for the Nernst glower
for the evaluation of the constant.

*6-11 Calculate the wavelength of
() the sodium line at 589 nm in diamond, which has a refractive index of 2.419.

(b) the output of a ruby laser at 694.3 when it is passing through a piece of acrylic sheet (Plexiglas®), which
has a refractive index of 1.49.
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*6-12 Calculate the reflection loss when a beam of radiant energy passes through an empty quartz cell assuming
the refractive index of quartz is 1.55.

6-13 Explain why the wave model for radiation cannot account for the photoelectric effect.
*6-14 Convert the following absorbance values into percent transmittances:
(@ 0173 (b) 0.799 () 1145 (d) 0.056
*6-15 Convert the following percent transmittances into absorbances:
(@) 227 (b) 912 (c) 456 (d) 217
*6-16 Calculate the percent transmittance of solutions with half the absorbance of those in Problem 6-14.
*6-17 Calculate the absorbance of solutions with half the percent transmittance of those in Problem 6-15.

*6-18 A solution that was 3.59 X 10> M in X had a transmittance of 0.196 when measured in a 2.00-cm cell.
What concentration of X would be required for the transmittance to be increased by a factor of 3 when a
1.00-cm cell was used?

*6-19 A compound had a molar absorptivity of 2.93 X 10° L cm ™' mol ~'. What concentration of the compound
would be required to produce a solution that has a transmittance of 10.16% in a 2.00-cm cell?

Challenge Problem

6-20 One of the watershed events in the development of physics and chemistry was the appearance of Einstein’s
landmark paper explaining the photoelectric effect, establishing the corpuscular nature of light, and leading
to the modern view of the wave-particle duality of the microscopic realm.

(@) Look up Millikan’s paper on the photoelectric effect, and describe how he characterized Einstein’s
work.®

(b) In Section 6C-1 we described how measurements of the stopping voltage in a phototube as a function
of frequency can be used to determine Planck’s constant. Describe and discuss three experimental
difficulties in the determination of the Planck constant by this method. You may find the paper by
Keesing’ useful in this discussion.

(c) Use the data in Table IIT of Millikan’s paper to determine the stopping potential as a function of
wavelength at 433.9, 404.7, 365.0, 312.5, and 253.5 nm.

(d) Enter these data into an Excel spreadsheet, and perform a least-squares analysis of the data to
determine Planck’s constant and its uncertainty. Compare your results to those of Millikan, and
discuss any differences.

(e) One of the difficulties that you discovered in (b) and (c) is related to the determination of the stopping
potential. Knudsen® has described a method based on the following normalized equations:’

Amrmk*T? 26 35
d)(8)= Tm (63_L+%_...) (550)

s 22
drmk*T* [ 7 1 e B g
¢,(3):7h2 [?+582—(e’5—7+?—~-~)} (8=0)

SR. A. Millikan, Phys. Rev., 1918, 7, 355, DOI: 10.1103/PhysRev.7.355.
R.G. Keesing, Eur. J. Phys., 1981, 2, 139, DOI: 10.1088/0143-0807/2/3/003.
8A. W. Knudsen, Am. J. Phys., 1983, 51, 725, DOL: 10.1119/1.13155.

°R. H. Fowler, Phys. Rev., 1931, 38, 45, DOI: 10.1103/PhysRev.38.45.
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()

(9)

where ¢(8) is normalized photocurrent and & is the normalized retarding voltage in units of kT.
Create a spreadsheet, and generate a plot of ®(5) = log¢(5) versus & for 56 values in the range
0 = —5to 6 = 50. Also plot the following normalized data collected at 365.015 nm.

8, kT log ¢(5)
33.24 0.17
33.87 0.33
34.72 0.53
35.46 0.79
36.20 0.99
36.93 1.20
37.67 1.39
38.41 1.58
40.43 1.97
42.34 2.27
44.25 2.47
46.16 2.64
47.97 2.77
49.99 2.89
51.90 3.01
53.82 3.10
55.63 3.19
57.65 3.25
59.56 3.33
61.48 3.38
63.29 3.44
65.31 3.51
67.23 3.54
69.04 3.60

Print two copies of the plot in full-page format, and overlay the two copies over a light source.
Determine the stopping potential at 365.015 nm as described by Knudsen. Compare your result
with his result in the table in (f).

Perform a least-squares analysis of the data in the following table to determine Planck’s constant.
Compare these results to those of Millikan and your results from (c). Rationalize any differences
in the results in terms of experimental differences and other fundamental considerations.

Stopping Potential
A, nm kT A%
435.834 56.7 1.473
404.656 48.1 1.249
365.015 354 0.919
334.148 234 0.608
313.170 14.0 0.364
296.728 5.8 0.151
289.36 1.3 0.034

There is an element of circular reasoning in the Knudsen procedure. Describe and discuss critically
the use of the curve-matching process to determine the stopping potential.
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(h) Planck’s constant is no longer determined by measurements on photocells. How is it determined?'
What other fundamental constants depend on Planck’s constant? What are the current values of these
constants, and what are their uncertainties?

(i) Least-squares procedures can be used to adjust the values of the fundamental constants so that

they are internally consistent."" Describe how this procedure might be accomplished. How does an
improvement in the quality of the measurement of one constant such as Avogadro’s number affect the
values of the other constants?

(j) Over the past several decades, much effort has been expended in the determination of the values of the
fundamental constants. Why is this effort important in analytical chemistry, or why is it not? What
measurable quantities in analytical chemistry depend on the values of the fundamental constants?
Why are these efforts important to science and to the world at large? Comment critically on the
return on the investment of time and effort that has gone into the determination of the fundamental
constants.

'°E. R. Williams, R. L. Steiner, D. B. Newell, and P. T. Olsen, Phys. Rev. Lett., 1998, 81, 2404, DOI: 10.1103/PhysRevLett.81.2404.
7. W. M. DuMond and E. Richard Cohen, Rev. Modern Phys., 1953, 25, 691, DOI: 10.1103/RevModPhys.25.691.
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Components of Optical
Instruments

nstruments for the ultraviolet (UV), visible,

and infrared (IR) regions have enough features

in common that they are often called optical
instruments even though the human eye is not
sensitive to UV or IR wavelengths. In this chapter,
we consider the function, the requirements, and
the behavior of the components of instruments for
optical spectroscopy for all three types of radiation.
Instruments for spectroscopic studies in regions more
energetic than the UV and less energetic than the
IR have characteristics that differ substantially from
optical instruments and are considered separately in
Chapters 12 and 19.

Throughout this chapter, this logo indicates

=== an opportunity for online self-study at
www.tinyurl.com/skoogpia7, linking you to
interactive tutorials, simulations, and exercises.
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7A  GENERAL DESIGNS OF OPTICAL
INSTRUMENTS

Optical spectroscopic methods are most often based on six
phenomena: (1) absorption, (2) fluorescence, (3) phosphores-
cence, (4) scattering, (5) emission, and (6) chemiluminescence.
Although the instruments for measuring each differ somewhat
in configuration, most of their basic components are remark-
ably similar. Furthermore, the required properties of these com-
ponents are the same regardless of whether they are applied
to the ultraviolet (UV), visible, or infrared (IR) portion of the
spectrum.’

Typical spectroscopic instruments contain five components:
(1) a source of radiant energy; (2) a container for holding the
sample; (3) a device that isolates a restricted region of the spec-
trum for measurement?; (4) a radiation detector, which con-
verts radiant energy to a usable electrical signal; and (5) a signal
processor and readout, which displays the transduced signal on
a digital display, a computer screen, or another recording device.
Figure 7-1 illustrates the three ways these components are
configured to carry out the six types of spectroscopic measure-
ments mentioned earlier. The figure also shows that components
(1), (4), and (5) are arranged in the same way for each type of
measurement.

The first two instrumental configurations, which are
used for the measurement of absorption, fluorescence, and
phosphorescence, require an external source of radiant energy.
For absorption, the beam from the source passes into the
wavelength selector and then through the sample, although in

'For a more complete discussion of the components of optical instruments, see
J. Lindon, G. Tranter, J. Holmes, eds., Encyclopedia of Spectroscopy and Spectrometry,
Vols. 1-3, San Diego: Academic Press, 2000; ]. W. Robinson, ed., Practical Hand-
book of Spectroscopy, Boca Raton, FL: CRC Press, 1991; E. ]. Meehan, in Treatise
on Analytical Chemistry, P. ]. Elving, E. . Meehan, and I. M. Kolthoff, eds., Part I,
Vol. 7, Chap. 3, New York: Wiley, 1981; J. D. Ingle Jr. and S. R. Crouch, Spectro-
chemical Analysis, Chaps. 3 and 4, Upper Saddle River, NJ: Prentice Hall, 1988.

Fourier transform instruments, which are discussed in Section 71-3, require no
wavelength selection device but instead use a frequency modulator that provides
spectral data in a form that can be interpreted by a mathematical technique called
Fourier transformation.
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FIGURE 7-1 Components of various types of instruments for optical
spectroscopy. In (a), the arrangement for absorption measurements is
shown. Note that source radiation of the selected wavelength is sent
through the sample, and the transmitted radiation is measured by the
detector-signal processing-readout unit. With some instruments, the
position of the sample and wavelength selector is reversed. In (b),
the configuration for fluorescence measurements is shown. Here, two
wavelength selectors are needed to select the excitation and emission
wavelengths. The selected source radiation is incident on the sample

and the radiation emitted is measured, usually at right angles to avoid
scattering. In (c), the configuration for emission spectroscopy is shown.
Here, a source of thermal energy, such as a flame or plasma, produces an
analyte vapor that emits radiation isolated by the wavelength selector and
converted to an electrical signal by the detector.

some instruments the positions of the selector and sample are
reversed. For fluorescence and phosphorescence, the source
induces the sample, held in a container, to emit characteristic
radiation, which is usually measured at an angle of 90° with
respect to the source.

Emission spectroscopy and chemiluminescence spec-
troscopy differ from the other types in that no external radi-
ation source is required; the sample itself is the emitter (see
Figure 7-1c). In emission spectroscopy, the sample container is

a plasma, a spark, or a flame that both contains the sample and
causes it to emit characteristic radiation. In chemiluminescence
spectroscopy, the radiation source is a solution of the analyte
plus reagents held in a transparent sample holder. Emission is
brought about by energy released in a chemical reaction in
which the analyte takes part directly or indirectly.

Figures 7-2 and 7-3 summarize the optical characteristics
of all the components shown in Figure 7-1 with the excep-
tion of the signal processor and readout. Note that instrument



150 Chapter 7 Components of Optical Instruments «{

Wavelength, nm 100 200 400 700 1000 2000 4000 7000 10,000 20,000 40,000
Spectral region VAC uv Visible Near IR IR Far IR
(a) Materials for l Lithium ﬂllloride J
cells, windows, ! | ‘
lenses, and l Fused silica or quartz J
prisms ! | | !
\ Corex glass
I T T
l Silicate glass
I
NaCl J
1
l KBr J
I 1
l TIBr or TII J
I 1
l ZnSe J
I 1
Fluorite prism
(b) Wavelength
selectors Fused silica or quartz prism
! ]
I | | 1
\ Glass prism J
I 1
Continuum < NaCl prism J
1
KBr prism
!
3000 lines/mm Gratings 50 lines/mm
Interference wedge
i
Interference filters
1
Discontinuous <
Glass filters

FIGURE 7-2 (a) Construction materials and (b) wavelength selectors for spectroscopic instruments.

components differ in detail, depending on the wavelength
region within which they are to be used. Their design also
depends on whether the instrument is to be used primarily for
qualitative or quantitative analysis and on whether it is to be
applied to atomic or molecular spectroscopy. Nevertheless, the
general function and performance requirements of each type
of component are similar, regardless of wavelength region and
application.

7B SOURCES OF RADIATION

To be suitable for spectroscopic studies, a source must gener-
ate a beam with sufficient radiant power for easy detection and
measurement. In addition, its output power should be stable
for reasonable periods. Typically, the radiant power of a source

varies exponentially with the voltage of its power supply. Thus,
a regulated power source is almost always needed to provide
the required stability. Alternatively, the problem of source sta-
bility can sometimes be circumvented by double-beam designs
in which the ratio of the signal from the sample to that of the
source in the absence of sample serves as the analytical variable.
In such designs, the intensities of the two beams are measured
simultaneously or nearly simultaneously so that the effect of
fluctuations in the source output is largely canceled.

Figure 7-3a lists the most widely used spectroscopic
sources. Note that these sources are of two types: continuum
sources, which emit radiation that changes in intensity smoothly
as a function of wavelength, and line sources, which emit a lim-
ited number of lines, or bands of radiation, each of which spans
a limited range of wavelengths.
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2000 4000 7000 10,000 20,000 40,000

Spectral region

VAC uv Visible Near IR IR Far IR

(a) Sources Ar lamp
E—

Xe lamp

H, or D, lamp
L LEDs

! [ [

Continuum < Tungsten lamp

’ I

Nernst glower (ZrO, + Y,03)

’ I
l Nichrome wire (Ni + Cr) J
) | | 1
‘ Globar (SiC)
I
Hollow cathode lamps
I
)
Line
l Lasers
)
(b) Detectors Photographic plate
]
[ [ 1
\ Photomultiplier tube J
) | 1
Phototube J
1
Photon < Photocelli‘
detectors l Silicon diode J
) I 1
Charge-transfer detector
\ Photoconductor ‘
r T |
l Thermocouple (voltage) or bolometer (resistance)
) T T T
\ Golay pneumatic cell
f I I I
Thermal < l Pyroelectric cell (capacitance)
detectors !

FIGURE 7-3 (a) Sources and (b) detectors for spectroscopic instruments.

7B-1 Continuum Sources

Continuum sources are useful in several types of spectroscopy
including absorption and fluorescence. For the UV region,
the most common continuum source is the deuterium lamp.
High-pressure, gas-filled arc lamps that contain argon, xenon, or
mercury are used when a particularly intense source is required.
For the visible region of the spectrum, a tungsten filament lamp
is used for many applications. The common IR sources are inert
solids heated to 1500 to 2000 K, a temperature at which the max-
imum radiant output occurs at wavelengths of 1.5 to 1.9 um (see
Figure 6-22). Details on the construction and behavior of these

Tutorial: Learn more about optical materials and

sources at www.tinyurl.com/skoogpia7

various continuum sources appear in the chapters dealing with
specific spectroscopic methods.

7B-2 Line Sources

Sources that emit a few discrete lines are widely used in atomic
absorption spectroscopy, atomic and molecular fluorescence
spectroscopy, and Raman spectroscopy (refractometry and
polarimetry also use line sources). The familiar mercury and
sodium vapor lamps provide a relatively few sharp lines in the
UV and visible regions and are used in several spectroscopic
instruments. Hollow-cathode lamps and electrodeless discharge
lamps are the most important line sources for atomic absorp-
tion and fluorescence methods. Discussion of such sources is
deferred to Section 9B-1.



152 Chapter 7 Components of Optical Instruments «{

< ~

~ ~. -

Nonparallel radiation
_r ~ /

_
<

Mirror H / /~—— Active lasing medium \ H ]l;::fnr
o e = - Partially
Radiation —~ transmitting
mirror
Pumping Power
source supply

FIGURE 7-4 Schematic representation of a typical laser source.

7B-3 Laser Sources

Lasers are highly useful sources in analytical instrumentation
because of their high intensities, their narrow bandwidths,
and the coherent nature of their outputs.® The first laser was
described in 1960. Since that time, chemists have found numer-
ous useful applications for these sources in high-resolution
spectroscopy, in probing and monitoring ultra-fast phenomena,
in the detection and determination of trace elements in Martian
soil and in the Earth’s atmosphere, and in forensic science.? In
addition, laser sources have become important in several routine
analytical methods, including Raman spectroscopy, molecular
absorption spectroscopy, fluorescence spectroscopy, emission
spectroscopy, and as part of instruments for Fourier transform
IR spectroscopy.

The term laser is an acronym for light amplification
by stimulated emission of radiation. Because of their light-
amplifying characteristics, lasers produce spatially narrow (a few
hundredths of a micrometer), extremely intense beams of radi-
ation. The process of stimulated emission, which is described
later in this section, produces a beam of highly monochromatic
(bandwidths of 0.01 nm or less) and remarkably coherent (Sec-
tion 6B-6) radiation. Because of these unique properties, lasers
have become important sources for use in the UV, visible, and IR
regions of the spectrum. A limitation of early lasers was that the
radiation from a given source was restricted to a relatively few
discrete wavelengths or lines. Now, however, tunable lasers are
available that provide fairly narrow bands of radiation in several
different spectral regions.

*For a more complete discussion of lasers and laser spectroscopy, see
K. Thyagarajan and Ajoy Ghatak, Lasers: Fundamental and Applications, 2nd ed.,
New York: Springer, 2010; W. T. Silfvast, Laser Fundamentals, 2nd ed., Cambridge:
Cambridge Univ. Press, 2008; H. H. Telle, A. G. Urena, and R. J. Donovan, Laser
Chemistry: Spectroscopy, Dynamics and Applications. Chichester: Wiley, 2007.
D. L. Andrews and A. A. Demidov, eds., An Introduction to Laser Spectroscopy,
2nd ed., New York: Springer, 2002.

*For articles and reviews on some of these applications, see J. B. Baxter and
G. W. Guglietta, Anal. Chem., 2011, 83, 4342-4368, DOI: 10.1021/ac200907z;
E.J. Fortes, J. Moros, P. Lucena, L. M. Cabalin, and J. ] Laserna, Anal. Chem., 2013,
85, 640-669, DOI: 10.1021/ac303220r; K. H. Cochran, J. A. Barry, D. C. Muddi-
man, and D. Hinks, Anal. Chem., 2013, 85, 831-836, DOI: 10.1021/ac302519n;
E. A. Orellana, C. G. Gélvez, M. T. Roldan, and C. Garcia-Ruiz, TrAC Trends Anal.
Chem., 2013, 42, 1-34, DOI: 10.1016/j.trac.2012.09.015.

Components of Lasers

Figure 7-4 is a schematic representation that shows the com-
ponents of a typical laser source. The heart of the device is the
lasing medium. It may be a solid crystal such as ruby, a semicon-
ductor such as gallium arsenide, a solution of an organic dye, or
a gas such as argon or krypton. The lasing material is often acti-
vated, or pumped, by radiation from an external source so that a
few photons of proper energy will trigger the formation of a cas-
cade of photons of the same energy. Pumping can also be accom-
plished by an electrical current or by an electrical discharge.
Thus, gas lasers usually do not have the external radiation source
shown in Figure 7-4; instead, the power supply is connected to a
pair of electrodes contained in a cell filled with the gas.

A laser normally functions as an oscillator, or a resonator,
in the sense that the radiation produced by the lasing action
is caused to pass back and forth through the medium numer-
ous times by means of a pair of mirrors as shown in Figure 7-4.
Additional photons are generated with each passage, leading to
enormous amplification. The repeated passage also produces
a beam that is highly parallel, because nonparallel radiation
escapes from the sides of the medium after being reflected a few
times (see Figure 7-4). One of the easiest ways to obtain a usable
laser beam is to coat one of the mirrors with a sufficiently thin
layer of reflecting material so that a fraction of the beam is trans-
mitted rather than reflected.

Mechanism of Laser Action

To illustrate laser action, we will consider a molecular system.
Many lasers are, however, atomic or ionic lasers, and although
the mechanisms for these lasers are similar to those for molec-
ular lasers, the details are somewhat different. Laser action
can be understood by considering the four processes depicted
in Figure 7-5: (a) pumping, (b) spontaneous emission (fluo-
rescence), (¢) stimulated emission, and (d) absorption. In this
figure, we show the behavior of two of the many molecules
that make up the lasing medium. Two of the several electronic
energy levels of each are shown as having energies E, and E,.
Note that the higher electronic state for each molecule has sev-
eral slightly different vibrational energy levels depicted as E,,
Ej, EJ, and so forth. We have not shown additional levels for the
lower electronic state, although such levels usually exist. Note
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FIGURE 7-5 Four processes important in laser action: (a) pumping (excitation by electrical,
radiant, or chemical energy), (b) spontaneous emission, (c) stimulated emission, and

(d) absorption.

that He-Ne, Ar", ruby, Nd-YAG, or other atomic or ionic lasers
do not have vibrational levels; instead, these lasing media have
other electronic states.

Pumping. Pumping, which is necessary for laser action, is a
process by which the active species of a laser is excited by means
of an electrical discharge, passage of an electrical current, or
exposure to an intense radiant source. During pumping in a
molecular system, several of the higher electronic and vibra-
tional energy levels of the active species are populated. In dia-
gram (1) of Figure 7-5a, one electron is shown as being promoted

to an energy state E;'; the second is excited to the slightly higher
vibrational level E; The lifetime of an excited vibrational state is
brief, so after 10~ '* to 10~ "* s, the electron relaxes to the lowest
excited vibrational level [E, in Figure 7-5a(3)] and an undetect-
able quantity of heat is produced. Some excited electronic states
of laser materials have lifetimes considerably longer (often 1 ms
or more) than their excited vibrational counterparts; long-lived
states are sometimes called metastable states.

Simulation: Learn more about how lasers work at

www.tinyurl.com/skoogpia7
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Spontaneous Emission. As was pointed out in the discus-
sion of fluorescence (Section 6C-5), a species in an excited
electronic state may lose all or part of its excess energy by
spontaneous emission of radiation. This process is depicted in
the three diagrams shown in Figure 7-5b. Note that the wave-
length of the fluorescence radiation is given by the relationship
A = he/(E, — E,), where h is PlancKs constant and ¢ is the speed
of light. It is also important to note that the instant at which
emission occurs and the path of the resulting photon vary from
excited molecule to excited molecule because spontaneous emis-
sion is a random process; thus, the fluorescence radiation pro-
duced by one of the species in Figure 7-5b(1) differs in direction
and phase from that produced by the second species in Figure
7-5b(2). Spontaneous emission, therefore, yields incoherent
monochromatic radiation.

Stimulated Emission. Stimulated emission, which is the basis
of laser behavior, is depicted in Figure 7-5c. Here, the excited
laser species are struck by photons that have precisely the same
energies (E, — E,) as the photons produced by spontaneous
emission. Collisions of this type cause the excited species to
relax immediately to the lower energy state and to simultane-
ously emit a photon of exactly the same energy as the photon
that stimulated the process. Equally important, the emitted pho-
ton travels in exactly the same direction and is precisely in phase
with the photon that caused the emission. Therefore, the stim-
ulated emission is totally coherent with the incoming radiation.

Absorption. The absorption process, which competes with
stimulated emission, is depicted in Figure 7-5d. Here, two pho-
tons with energies exactly equal to (E, — E,) are absorbed to
produce the metastable excited state shown in Figure 7-5d(3);
note that this state is identical to that attained in Figure 7-5a(3)

by pumping.

Population Inversion and Light Amplification

To have light amplification in a laser, the number of photons
produced by stimulated emission must exceed the number lost
by absorption. This condition prevails only when the number
of particles in the higher energy state exceeds the number in
the lower; in other words, there must be a population inversion
from the normal distribution of energy states. Population inver-
sions are created by pumping. Figure 7-6 contrasts the effect of
incoming radiation on a noninverted population with that of an
inverted one. In each case, nine molecules of the laser medium
are in the two states E, and E,. In the noninverted system, three
molecules are in the excited state and six are in the lower energy
level. The medium absorbs three of the incoming photons to
produce three additional excited molecules, which subsequently
relax very rapidly to the ground state without achieving a
steady-state population inversion. The radiation may also stim-
ulate emission of two photons from excited molecules resulting
in a net attenuation of the beam by one photon. As shown in
Figure 7-6b, pumping two molecules into virtual states E, fol-
lowed by relaxation to E, creates a population inversion between
E, and E,. Thus, the diagram shows six electrons in state E, and
only three electrons in E,. In the inverted system, stimulated
emission prevails over absorption to produce a net gain in emit-
ted photons. Light amplification, or lasing, then occurs.

Three- and Four-Level Laser Systems

Figure 7-7 shows simplified energy diagrams for the two com-
mon types of laser systems. In the three-level system, the transi-
tion responsible for laser radiation is between an excited state E,
and the ground state E; in a four-level system, on the other hand,
radiation is generated by a transition from E, to a state E, that has
a greater energy than the ground state. Furthermore, it is neces-
sary that transitions between E, and the ground state be rapid.
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FIGURE 7-6 Passage of radiation through (a) a noninverted population
and (b) an inverted population created by excitation of electrons into
virtual states by an external energy source (pumping).
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FIGURE 7-7 Energy level diagrams for two types of laser systems.

The advantage of the four-level system is that the population
inversions essential for laser action are achieved more easily
than in three-level systems. To understand this advantage, note
that at room temperature a large majority of the laser species
will be in the ground-state energy level E; in both systems.
Sufficient energy must thus be provided to convert more than
50% of the lasing species to the E, level of a three-level system.
In a four-level system, it is only necessary to pump sufficiently to
make the number of particles in the E, energy level exceed the
number in E,. The lifetime of a particle in the E, state is brief,
however, because the transition to E, is fast; thus, the number
in the E, state is generally negligible relative to the number that
has energy E, and also (with a modest input of pumping energy)
with respect to the number in the E, state. Therefore, the four-
level laser usually achieves a population inversion with a small
expenditure of pumping energy.

Some Examples of Useful Lasers

The major types of lasers that are useful in chemistry and some
of their properties are summarized in Table 7-1. A few of the
most useful types in analytical chemistry are discussed here.’

Solid State Lasers. The first successful laser, and one that is
still used, is a three-level device in which a ruby crystal is the
active medium. Ruby is primarily Al,O; but contains approxi-
mately 0.05% chromium(III) distributed among the alumi-
num(III) lattice sites, which accounts for the red coloration. The
chromium(III) ions are the active lasing material. In early lasers,
the ruby was machined into a rod about 4 cm long and 0.5 cm in
diameter. A flashlamp (often a low-pressure xenon lamp) coiled
around the cylinder serves as the pumping source. With pulsed
flashlamps, a pulsed laser beam is produced. Continuous-wave
(CW) ruby sources are also available.

The Nd-YAG laser is one of the most widely used solid-state
lasers. The lasing medium consists of neodymium ion in a host

*For reviews of lasers types useful in chemistry, see O. Svelto, Principles of
Lasers, 5th ed., New York: Springer, 2010; K. Thyagarajan and Ajoy Ghatak,
Lasers: Fundamental and Applications, 2nd ed., New York: Springer, 2010;
C. Gooijer and A. J. G. Mank, Anal. Chim. Acta, 1999, 400, 281, DOI: 10.1016/
$0003-2670(99)00656-X.
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crystal of yttrium aluminum garnet. This system offers the
advantage of being a four-level laser, in contrast to the three-
level ruby laser. The Nd-YAG laser has a very high radiant power
output at 1064 nm, which is usually frequency doubled (see page
160) to give an intense line at 532 nm.

The titanium-sapphire (Ti-sapphire) laser is an important
laser in spectroscopy because its wavelength is continuously tun-
able in the red and near IR. Harmonic generation (see Nonlinear
Optical Effects later in this section) can produce tunable out-
put in the visible or UV spectral regions. The Ti-sapphire laser
can generate ultrashort pulses with widths in the range of tens
to hundreds of femtoseconds. The lasing medium is a crystal of
sapphire (Al,O;) that is doped with about 0.1% titanium. The
Ti-sapphire laser is most often pumped by an argon ion laser
(see gas lasers in this section), although the frequency-doubled
Nd:YAG laser is also used.

The optical fiber laser is a relatively new type of laser in
which the lasing medium is an optical fiber doped with a rare-
earth element, such as erbium, ytterbium, or thulium. The fiber
can be directly pumped from the ends or sides with a semicon-
ductor diode laser (see later this section) or sometimes with
another fiber laser. The fiber laser has the advantage of high
beam quality with the output already coupled into a flexible
fiber. The laser can be more compact than other solid-state lasers
and the long thin fiber give it a high surface area to volume ratio.
This effectively dissipates generated heat more rapidly than rod-
shaped laser media, allowing the production of high output
powers in the kilowatt region. The fiber laser is highly reliable
with essentially maintenance-free operation. Fiber lasers can be
made to be tunable in the near-IR spectral region.®

Gas Lasers. Many different gas lasers are available commercially.
These devices are of four types: (1) neutral atom lasers such as
He-Ne; (2) ion lasers in which the active species is an ion such as
Ar*, Xe*, or Kr™; (3) molecular lasers in which the lasing medium
is CO, or N,; and (4) excimer lasers. The helium-neon laser is the
most widely encountered of all lasers because of its low initial and
maintenance costs, its great reliability, and its low power consump-
tion. The most important of its output lines is at 632.8 nm. It is gen-
erally operated in a continuous mode rather than a pulsed mode.

The argon ion laser, which produces intense lines in the
green (514.5 nm) and the blue (488.0 nm) regions, is an import-
ant example of an ion laser. This laser is a four-level device in
which argon ions are formed by an electrical or radio frequency
discharge. The argon ion laser is used as a source in fluorescence
and Raman spectroscopy because of the high intensity of its lines

The nitrogen laser is pumped with a high-voltage spark
source that provides a momentary (1 to 5 ns) pulse of current

°F. J. Duarte, Tunable Laser Applications, 2nd ed., Boca Rotan, FL: CRC Press,
2009; J. Hecht, Understanding Lasers: An Entry-Level Guide, 3rd ed., Piscataway,
NJ: Wiley, 2008.
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TABLE 7-1 Types of Lasers*

Gain
Medium
and Name

CW/
Pulsed

Wavelength(s)

Major Applications

Gas He-Ne 632.8 nm and others  Electrical discharge Alignment, spectroscopy, CwW
interferometry, holography,
barcode scanners
Argon ion 454.6 nm, 488.0 nm,  Electrical discharge Spectroscopy, lithography, CW
514.5 nm, and others phototherapy, pumping lasers
Xe ion Many lines in Electrical discharge Research CW
visible, extending
to UV and IR
Nitrogen 337.1 nm Electrical discharge Pumping dye lasers, monitor-  Pulsed
ing air pollution, research
CO, 10.6 um Electrical discharge Materials, surgery CwW
Excimer 193 nm (ArF), 248 Excimer recombination Lithography, laser surgery, Pulsed
nm (KrF), 308 by electrical discharge ~ LASIK
(XeCl), 353 (XeF)
Solid-state Ruby 694.3 nm Flashlamp Holography, laser ablation Pulsed
Nd:YAG 1.06 um, others by Flashlamp, laser diode  Spectroscopy, materials, Pulsed
frequency doubling surgery, research
Nd:glass 1.062 um or 1.054 um Flashlamp, laser diode  Laser fusion, high-energy Pulsed
others by doubling or multiple beams
tripling
Tiisapphire ~ 650-1100 nm Other lasers Spectroscopy, LIDAR, Pulsed
research
Doped 1.0-1.55 pm, Laser diode, other Spectroscopy, telecommunica- CW or
optical fiber  depending on dopant fiber laser tions, medicine pulsed
Dye Organic dye Many dependingon  Other laser, flashlamp  Spectroscopy, laser medicine,  Pulsed
specific dye isotope separation, medicine
Metal vapor  Sr vapor 430.5 nm Electrical dischargein  Research Pulsed
metal vapor
Cu vapor 510.6 nm, 578.2 nm Electrical dischargein  Research Pulsed
metal vapor
Semiconductor Diode laser  0.40-20 pm Electrical current Telecommunications, CwW
depending on holography, pump source for
material other lasers, barcode scanners
GaN 400-405 nm Electrical current Optical discs, Blu-ray discs, CwW
spectroscopy, recording
InGaAsP 1.0-2.1 pm Electrical current Telecommunications, CW
pumping solid-state lasers
Quantum Mid to far IR Electrical current Research, breath analysis, gas CW
cascade sensing
Other Free electron Broad range Electron beam Atmospheric research, Pulsed
medicine, materials, weapons
Optical Widely tunable from  Another laser Spectroscopy Pulsed
parametric UV to mid-IR or CW
oscillator

*Sources: F. Trager, ed. Springer Handbook of Lasers and Optics, 2nd ed., Berlin: Springer-Verlag, 2012; O. Svelto, Principles of Lasers, 5th ed., New York: Springer, 2010;
K. Thyagarajan and Ajoy Ghatak, Lasers: Fundamental and Applications, 2nd ed., New York: Springer, 2010.




through the gas. The excitation creates a population inversion
that decays very quickly by spontaneous emission because the
lifetime of the excited state is quite short relative to the lifetime
of the lower level. The result is a short (a few nanoseconds) pulse
of intense (up to 1 MW) UV radiation. The carbon dioxide gas
laser is used to produce monochromatic IR radiation at 10.6 pm.

Excimer lasers contain a gaseous mixture of helium, fluo-
rine, and one of the rare gases argon, krypton, or xenon. The
rare gas is electronically excited by a current followed by reac-
tion with fluorine to form excited species such as ArF*, KrF*, or
XeF*, which are called excimers because they are stable only in
the excited state. Because the excimer ground state is unstable,
rapid dissociation of the compounds occurs as they relax while
giving off a photon. Thus, there is a population inversion as long
as pumping is carried on. Excimer lasers produce high-energy
pulses in the UV.

Dye Lasers. Dye lasers” are important radiation sources in
analytical chemistry because they are continuously tunable over
a range of 20 to 50 nm in the visible region of the spectrum.
By changing dyes, the wavelength range of a dye laser can be
arranged to be quite broad. The bandwidth of a tunable dye laser
is typically a few hundredth of a nanometer or less. The active
materials in dye lasers are solutions of organic compounds capa-
ble of fluorescing in the UV, visible, or IR regions. Dye lasers
are four-level systems. In contrast to the other lasers of this type
that we have considered, however, the lower energy level for
laser action (E, in Figure 7-6b) is not a single energy but a band
of energies that arise from the superposition of a large number
of closely spaced vibrational and rotational energy states on the
base electronic energy state. Electrons in E, may then undergo
transitions to any of these states, thus producing photons of
slightly different energies. Tuning of dye lasers can be readily
accomplished by replacing the nontransmitting mirror shown
in Figure 7-4 with a reflection grating or a Fabry-Perot etalon
(see page 162) that reflects only a narrow bandwidth of radiation
into the laser medium; the peak wavelength can be varied by the
grating or by tilting the etalon. Emission is then stimulated for
only part of the fluorescence spectrum, namely, the wavelength
selected by the tuning element. Depending on the pump source,
dye lasers can be operated in either the pulsed or the CW mode.

Semiconductor Lasers. Semiconductor light sources are
extremely important in commercial photonics, in science, and in
technology (see Section 2C for a discussion of the principles of
semiconductors). The light-emitting diode (LED) and the diode
laser have revolutionized these areas. Semiconductor lasers have
several features that make them attractive compared to other
laser types. They are small in size, are efficient in converting

’For further information, see M. Stuke, ed., Dye Lasers: Twenty-Five Years, New
York: Springer, 1992; E. J. Duarte and L. W. Hillman, Dye Laser Principles with
Applications, San Diego: Academic Press, 1990; see also reference 6.
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TABLE 7-2 Emission Properties of Typical Inorganic
LED Materials

Material/

Wavelength Maximum or

Substrate Wavelength Range, nm

InGaN/GaN 360-525 depending on composition
SiC 470
GaP 550

GaAs,_P,/GaAs
Ga,_, Al ,As/GaAs
GaAs
InGaAsP/InP

589-700 depending on composition
650-900 depending on composition
880-1020 depending on composition

600-1600 depending on composition

electrical energy to radiant energy, and are capable of being
modulated. In addition, semiconductor lasers can be designed
to produce radiation over a broad range of wavelengths.®

When a voltage is impressed across a semiconductor diode
in the forward direction (see Section 2C-2), electrons are excited
into the conduction band, hole-electron pairs are created, and
the diode conducts. Ultimately, some of these electrons relax and
go back into the valence band, and energy is released that corre-
sponds to the band-gap energy E, = hv. Some of the energy is
released in the form of electromagnetic radiation of frequency
v = E,/h. Light-emitting diodes are fabricated to enhance the
production of light. LEDs are often made of gallium arsenic
phosphide (GaAs,_,P,). The band-gap energy depends on the
relative amounts of As and P as given by the fractional amount
x. Varying this fraction from 0.15 to 0.6 changes the maximum
wavelength of emission from 589 nm in the yellow to 650 nm
in the red. Diodes of this type find wide use as indicators and
readouts in electronic instruments. By using binary, ternary, and
quaternary compounds made from group III and group V ele-
ments, many different emission ranges can be produced. Table
7-2 lists the major commercial LED materials and their wave-
length ranges or wavelength maxima.

Light-emitting diodes called “white-light” LEDs can be
fabricated by combining red, green, and blue LEDs into one
integrated package or by illuminating appropriate phosphors
with an intense blue LED. Such white-light LEDs are now
available in flashlights, night lights, lanterns for camping, and
other general lighting devices. LEDs are widely used in simple
photometers and other photometric detectors as described in
Section 13D-1.

The diode laser is closely related to the LEDs just discussed.
Both LEDs and diode lasers generate light from electron-hole

SFor additional information on semiconductor lasers, see L. A. Coldren,
S. W. Corzine, and M. L. Mashanovitch, Diode Lasers and Photonic Integrated
Circuits, Hoboken, NJ: Wiley 2012; J. Ohtsubo, Semiconductor Lasers: Stability,
Instability, and Chaos, 3rd ed., Berlin-Heidelberg: Springer-Verlag, 2013; T. Numai,
Fundamentals of Semiconductor Lasers, New York: Springer-Verlag, 2004.
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FIGURE 7-8 A distributed Bragg-reflector laser diode. (From D. W. Nam
and R. G. Waarts, Laser Focus World, 1994, 30 (8), 52. Reprinted with
permission of PennWell Publishing Company.)

pair recombination. Both generate spontaneous emission that
depends on the current through the forward-biased junction.
However, diode lasers have reflective surfaces that create optical
feedback when the current is such that population inversion can
be achieved.

The simplest diode laser is the Fabry-Perot type (see Sec-
tion 7C-1 for a discussion of the Fabry-Perot etalon). In this
device, two parallel ends of the semiconductor are cleaved along
the crystal axis to form the reflective mirrors of the laser cavity
(see Figure 7-4). The semiconductor is the gain medium. Fabry-
Perot devices are widely used where low cost is paramount and
wavelength precision is not critical (commercial CD players,
laser pointers, etc.).

For more demanding applications, where a narrower range
of wavelengths is needed, the distributed-feedback laser is used.
Distributed feedback limits the range of wavelengths emitted
by the laser. Modern semiconductor fabrication methods have
made it possible to construct complex, integrated devices such
as the distributed Bragg-reflector (DBR) diode laser depicted in
Figure 7-8. This device contains a gallium arsenide pn-junction
diode that produces IR radiation at about 975 nm. In addition,
a stripe of material is fabricated on the chip that acts as a reso-
nant cavity for the radiation so that light amplification can occur
within the cavity. An integrated grating provides feedback to the
resonant cavity so that the resulting radiation has an extremely
narrow bandwidth of about 107> nm. Laser diodes of this type
have achieved high continuous power outputs (>100 mW)
and high thermal stability. Rapid development of diode lasers
has resulted from their utility as light sources for CD players,
CD-ROM drives, DVD players, bar-code scanners, and other
familiar optoelectronic devices.

Recent developments in semiconductor lasers include quan-
tum well lasers, quantum dot lasers, and quantum cascade lasers.
In the quantum well laser, the active region is made so narrow
that quantum confinement of photons and electrons occurs. The
wavelength emitted becomes dependent on the width of the well
instead of the band-gap energy of the semiconductor. Quantum

dots confine electrons in three dimensions and have the poten-
tial of achieving very high efficiencies.

The quantum cascade laser is fundamentally different than
the other types of semiconductor lasers.” In this laser, electrons
are constrained within a series of electron traps or quantum wells
that are only nanometers thick. When electrons drop to the lower
level within the well, they can tunnel out of that well and into the
upper level of an adjacent well as shown in Figure 7-9. By chang-
ing the thickness of the layers, the laser wavelength can be var-
ied. Quantum cascade lasers emit in the IR region (3.4-9.6 um),
and their output powers can be high (>100 mW). Quantum
cascade lasers are available commercially in CW or pulsed for-
mats. They have been used for a variety of analytical applica-
tions including remote sensing of environmental pollutants and
breath analysis.

A major impediment to the use of laser diodes in spectro-
scopic applications has been that their wavelength range has been
limited to the red and IR regions of the spectrum. This disadvan-
tage may be overcome by operating the laser diode in a pulsed
mode to achieve sufficient peak power to use nonlinear optics to
provide frequency doubling as shown in Figure 7-10. Here, the
radiation from a diode laser is focused in a doubling crystal to pro-
vide output in the blue-green region of the spectrum (~490 nm).
With proper external optics, frequency-doubled laser diodes
can achieve average output powers of 0.5 to 1.0 W with a tun-
able spectral range of about 30 nm. The advantages of such light
sources include compactness, power efficiency, high reliability,
and ruggedness. The addition of external optics to the laser diode
increases the cost of the devices substantially, but they are com-
petitive with larger, less efficient, and less reliable gas-based lasers.

Gallium nitride laser diodes produce radiation directly
in the blue, green, and yellow region of the spectrum.'® These
lasers are now being used routinely for spectroscopic studies.

°]. Faist, Quantum Cascade Lasers, Oxford, UK: Oxford University Press, 2013.
"G. Fasol, Science, 1996, 272, 1751, DOL: 10.1126/science.272.5269.1751.
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ide, Figure 9.18, IEEE Press, Piscataway, NJ: 2008.

Nonlinear Optical Effects with Lasers

We noted in Section 6B-7 that when an electromagnetic wave
is transmitted through a dielectric'' medium, the electromag-
netic field of the radiation causes momentary distortion, or

""Dielectrics are a class of substances that are nonconductors because they
contain no free electrons. Generally, dielectrics are optically transparent in con-
trast to electrically conducting solids, which either absorb radiation or reflect it
strongly.
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polarization, of the valence electrons of the molecules that make
up the medium. For ordinary radiation the extent of polariza-
tion P is directly proportional to the magnitude of the electric
field E of the radiation. Thus, we may write

P = «aFE

where « is the proportionality constant. Optical phenomena that
occur when this situation prevails are said to be linear.

At the high radiation intensities encountered with lasers,
this relationship breaks down, particularly when E approaches
the binding energy of the electrons. Under these circumstances,
nonlinear optical effects are observed, and the relationship
between polarization and electric field is given by

P=aE + BE*+ yE* + - -+ (7-1)

where the magnitudes of the three constants are in the order
a > 3 > vy. At ordinary radiation intensities, only the first term
on the right is significant, and the relationship between polar-
ization and field strength is linear. With high-intensity lasers,
however, the second term and sometimes even the third term
are required to describe the degree of polarization. When only
two terms are required, Equation 7-1 can be rewritten in terms
of the radiation frequency w and the maximum amplitude of the
field strength E, . Thus,

P = aE, sinot + BE2 sin’ ot (7-2)

Substituting the trigonometric identity sin® wt = (1 — cos2 wt)/2
into Equation 7-2 gives

. BEx,
P = aFE, sinwt + T(l — cos2wt) (7-3)

The first term in Equation 7-3 is the normal linear term that
predominates at low radiation intensities. At sufficiently high
intensity, the second-order term becomes significant and results
in radiation that has a frequency 2w that is double that of the inci-
dent radiation. This frequency-doubling process is now widely
used to produce laser frequencies of shorter wavelengths. For
example, the 1064-nm near-IR radiation from a Nd-YAG laser can
be frequency doubled to produce a 30% yield of green radiation
at 532 nm by passing the radiation through a crystalline material
such as potassium dihydrogen phosphate. The 532-nm radiation
can then be doubled again to yield UV radiation at 266 nm by
passage through a crystal of ammonium dihydrogen phosphate.

Optical Parametric Oscillators

The optical parametric oscillator (OPO) is not a true laser but is
often called a “laser-like” source. The OPO is pumped by a laser
and uses a resonant cavity, but it does not depend on stimulated
emission. As a result of nonlinear processes in a crystal simi-
lar to those processes just described, the OPO uses, three-wave
mixing to convert radiation from a short wavelength to two lon-
ger wavelengths, called the signal wavelength and the idler wave-
length. The sum of the frequencies of signal and idler must equal
the pump frequency. The nonlinear crystal is placed inside the

cavity, which is designed to oscillate at one of the lower frequen-
cies. Starting with a pump laser that emits in the visible spec-
tral region, the OPO outputs are in the IR spectral region. The
output of the OPO is coherent, like the output of a true laser,
and of very narrow spectral width. The output can be pulsed or
continuous.

The major attraction of the OPO is that the output can be
tuned over a fairly wide spectral range in the IR region. For a
given pump frequency, the output frequency can be altered by
changing the temperature of the nonlinear crystal, applying an
external electric field to the crystal or altering its orientation.
Oscillators with wavelengths tunable from 1.4 to 4.6 um are
available commercially. In addition, near-visible OPOs are able
to reach wavelengths as low as 600 nm. Because it can be tuned
over a broad range, the OPO is being applied in many ways in
spectroscopy, gas sensing, laser cooling, and laser trapping.

7C  WAVELENGTH SELECTORS

Most spectroscopic analyses require radiation that consists of
a limited, narrow, continuous group of wavelengths called a
band."”? A narrow bandwidth enhances the sensitivity of absor-
bance measurements, may provide selectivity to both emission
and absorption methods, and is frequently required to obtain a
linear relationship between the optical signal and concentration
(Equation 6-29). Ideally, the output from a wavelength selec-
tor would be radiation of a single wavelength or frequency. No
real wavelength selector approaches this ideal; instead, a wave-
length band, such as that shown in Figure 7-11, is produced. In
this plot, the percentage of incident radiation of a given wave-
length that is transmitted by the selector is plotted as a function
of wavelength. The effective bandwidth (full width at half peak
height), which is defined in Figure 7-11, is an inverse measure
of the quality of the device, a narrower bandwidth representing
better performance. Many instruments use a monochromator
or a filter as a wavelength selector. Others use multiwavelength
detection and a spectrograph or several single wavelength detec-
tors and a polychromator.

7C-1 Filters

Several types of filters are used for wavelength selection in spec-
troscopic applications. Traditionally filters were either interfer-
ence filters, which are sometimes called Fabry-Perot filters, or
absorption filters. Absorption filters are restricted to the visible
region of the spectrum; interference filters, on the other hand,
are available for the UV, visible, and well into the IR region. In
the past few years, acousto-optic tunable filters have become
available commercially. These devices have important advan-
tages over interference filters in the near-infrared spectral region.

"“Note that the term band in this context has a somewhat different meaning from
that used in describing types of spectra in Chapter 6.
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FIGURE 7-11 Output of a typical wavelength selector.

Interference Filters

As the name implies, interference filters rely on optical
interference to provide narrow bands of radiation. An interfer-
ence filter consists of a transparent dielectric (see footnote 11)
(frequently calcium fluoride or magnesium fluoride) that occu-
pies the space between two semitransparent metallic films. This
array is sandwiched between two plates of glass or other trans-
parent materials (see Figure 7-12a). The thickness of the dielec-
tric layer is carefully controlled and determines the wavelength
of the transmitted radiation. When a perpendicular beam of
parallel (collimated) radiation strikes this array, a fraction passes
through the first metallic layer and the remainder is reflected.
The portion that is passed undergoes a similar partition when
it strikes the second metallic film. If the reflected portion from
this second interaction is of the proper wavelength, it is par-
tially reflected from the inner side of the first layer in phase with
incoming light of the same wavelength. The result is that this
particular wavelength is reinforced, and most other wavelengths,
being out of phase, undergo destructive interference. Because
interference filters separate light into transmitted and reflected
beams, they are sometimes referred to as dichroic filters.

If the dielectric layer has thickness d and the transmitted
wavelength is A, the relationship between them can be found
with the aid of Figure 7-12b. For purposes of clarity, the incident
beam is shown arriving at an angle 6 from the perpendicular
to the surface of the dielectric. At point 1, the radiation is par-
tially reflected and partially transmitted to point 1’ where partial
reflection and transmission again take place. The same process
occursat 2,2’, and so forth. For reinforcement to occur at point 2,
the distance traveled by the beam reflected at 1’ must be some

Tutorial: Learn more about wavelength selectors at
www.tinyurl.com/skoogpia7
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FIGURE 7-12 (a) Schematic cross section of an interference filter.
Note that the drawing is not to scale and that the three central
bands are much narrower than shown. (b) Schematic to show the
conditions for constructive interference.

multiple of its wavelength in the medium A’. Because the
path length between surfaces can be expressed as d/cos 6, the
condition for reinforcement is that

nA’' = 2d/cos 6

where n is a small whole number, A’ is the wavelength of the
transmitted beam in the dielectric, and d is the thickness of the
dielectric.

In ordinary use, 6 approaches zero and cos 6 approaches
unity so that the previous equation simplifies to

n\' = 2d (7-4)
The corresponding wavelength in air is given by
A=An

where n is the refractive index of the dielectric medium. Thus,
the wavelengths of radiation transmitted by the filter are

_ 2dn
n

A (7-5)
The integer n is the order of interference. The glass layers of the
filter are often selected to absorb all but one of the reinforced
bands; transmission is thus restricted to a single order.

Figure 7-13 illustrates the performance characteristics of
typical interference filters. Filters are generally characterized, as
shown, by the wavelength of their transmittance peaks, the per-
centage of incident radiation transmitted at the peak (their percent
transmittance, Equation 6-31), and their effective bandwidths.
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FIGURE 7-13 Transmission characteristics of typical interference
filters.

Interference filters are available with transmission max-
ima throughout the UV and visible regions and up to about
14 pm in the IR. Typically, effective bandwidths are about 1.5%
of the wavelength at peak transmittance, although this figure is
reduced to 0.15% in some narrow-band filters; these often have
maximum transmittances of 10%.

Fabry-Perot Etalon

Another important device based on interference is the
Fabry-Perot etalon. The device consists of a plate made of a
transparent material with highly parallel faces coated with a
nonabsorbing, highly reflective material. Alternatively, a spacer
of the chosen thickness made of invar or quartz with highly par-
allel faces is sandwiched between two mirrors to form the etalon.
The bandwidth of the device is determined by the reflectivity
of the coatings or mirrors, and the separation of the transmit-
ted bands is dictated by the distance between the mirrors. The
etalon may be tilted to vary the band that is transmitted. If the
reflecting surfaces are configured with an air gap between them
so that their separation can be adjusted mechanically, the device
is called a Fabry-Perot interferometer. Fabry-Perot etalons have
many uses in laser experiments, spectroscopy, and in fiber-optic
communications, where they are used to separate frequency
bands. Fabry-Perot filters are capable of isolating very narrow
bandwidths of radiation. They are available commercially with
center wavelengths ranging from 190 nm to 2100 nm.

Interference Wedges

An interference wedge consists of a pair of mirrored, partially
transparent plates separated by a wedge-shaped layer of a dielec-
tric material. The length of the plates ranges from about 50 to
200 mm. The radiation transmitted varies continuously in wave-
length from one end to the other as the thickness of the wedge
varies. By choosing the proper linear position along the wedge,

wavelengths with a bandwidth of about 20 nm can be isolated.
These filters can pass long wavelengths (long- or high-pass fil-
ters) or short wavelengths (short- or low-pass filters). By com-
bining a high-pass and a low-pass filter, a variable bandpass
filter is created.

Interference wedges are available for the visible region
(300 to 800 nm), the near-IR region (1000 to 2000 nm), and for
several parts of the IR region (2.5 to 14.5 pm). They can be used
in place of prisms or gratings in spectrometers.

Holographic Filters

Holographic optical devices and, in particular, holographic
filters'® are among a growing repertoire of optical devices and
materials that have resulted from the broad availability of laser
technology. Figure 7-14a is a schematic diagram of a typical
experimental arrangement for producing holograms. The coher-
ent radiation of a laser beam impinges on a beamsplitter, where
it is divided into two beams, 1 and 2, shown in the figure. The
two beams are redirected by the two front-surface mirrors to be
recombined at the surface of the thin (10-50 um) photosensi-
tive film. Because the two mutually coherent beams have a fixed
phase-and-intensity relationship, they produce an extremely
uniform interference pattern of light and dark bars, or fringes, at
the surface of the film as depicted in Figure 7-14b. These inter-
ference fringes sensitize the film, which is a photographic emul-
sion or photoresistive polymer layer, so that the sensitized areas
can be developed or dissolved away, leaving a grooved structure
on the surface on the substrate. This structure is then coated
with aluminum or other reflective material to produce a holo-
graphic reflection grating. We describe the characteristics and
uses of gratings in detail in Section 7C-2.

A second type of holographic device that can be fabri-
cated in a similar fashion is the volume transmission hologram.
These devices are formed within a thick layer (>100 um) of
photosensitive material sandwiched between two transparent
layers as shown on the right in Figure 7-14a. The thick-volume
film assembly is placed at the plane of intersection of the two
laser beams as before, and the interference fringes are formed
throughout the volume of the film layer rather than just at its
surface. When the two beams intersect at equal angles to the
surface normal of the film, a sinusoidally modulated fringe pat-
tern such as the one shown in Figure 7-14c is formed within
the film, and the entire volume of the film is sensitized with
this pattern. The film is then developed chemically to “fix” the
pattern, which produces a corresponding pattern of variation
of the refractive index within the film material. By making the
angle of incidence of the two beams asymmetric about the film
normal, the resulting refractive-index modulation pattern can
be tilted as illustrated in Figure 7-14d. By controlling the laser
wavelength and angle of incidence of the beam, the frequency
of the refractive-index modulation can be tailored to meet

V. Toal, Introduction to Holography, Boca Raton, FL: CRC Press, 2012; J. R.
Lakowicz, Principles of Fluorescence Spectroscopy, 3rd ed., New York: Springer,
2006.
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FIGURE 7-14 (a) Experimental arrangement for fabricating holograms. A laser beam is split into two beams, which are
directed by mirrors to recombine at the surface of a photosensitive film. The apparatus as shown is used to produce
holographic reflection gratings. By replacing the surface object with a thick-volume photosensitive film shown on
the right, a volume transmission hologram results. (b) Interference pattern at the surface of the photosensitive film,
which produces a corresponding refractive-index pattern on the film. (c) Untilted fringe pattern, (d) tilted fringe
pattern, (e) conformal fringe pattern produced by making the back surface of the thick-volume film a mirror,

(f) nonconformal fringe pattern.

requirements. These devices are also used as gratings and as
filters for removing undesirable radiation such as plasma lines
and sidebands from laser radiation.

Perhaps the most useful volume holographic device is
formed when the transparent back face of the thick film is
replaced by a mirror, and the film is illuminated by a single laser
beam. The beam enters the front surface of the film, is reflected
from the interface between the back of the film and the mirror,
and forms an interference pattern within the film that is parallel
to its face as illustrated in Figure 7-14e. These devices are called
conformal reflection holograms, and their characteristics make

them nearly ideal for use as notch filters. The transmission char-
acteristics of a typical holographic notch filter are compared to
those of a dielectric interference filter in Figure 7-15a. Note that
the holographic filter provides extremely uniform (flat) trans-
mission at all wavelengths except at the notch, where it blocks
more than 99.99% of the incident radiation, corresponding to
an absorbance (optical density) of 4. The effective bandwidth of
the filter is less than 10 nm and its edgewidth, or the wavelength
range over which its absorbance ranges from 0.3 to 4, is less than
4 nm. Figure 7-15b shows how the rejection band of a notch
filter may be fine-tuned by tilting it with respect to incoming
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FIGURE 7-15 (a) Comparison of the bandwidths of a typical holographic notch filter and an interference filter. (b) Tilt-tuning of a
holographic notch filter by 1° increments from perpendicular to the incident laser beam. The rejection band can be finely adjusted by
altering the angle of the notch filter relative to the laser. (Courtesy of Kaiser Optical Systems, Inc., Ann Arbor, MI, with permission.)

radiation. These filters are available in a wide variety of sizes
and rejection bands tuned to the most common laser lines in
the range of 350 to 1400 nm. The commercial availability of
holographic notch filters has initiated a revolution in the use of
Raman spectroscopy (see Section 18B-3) by virtually eliminat-
ing the need for costly high-resolution double monochromators
for routine work. The refractive-index modulation characteris-
tics of nonconformal holographic optical elements are shown in
Figure 7-14f. Because there is some modulation of the refractive
index at the surface of the device, it acts in principle both as a
notch filter and as a grating.

Absorption Filters

Absorption filters, which are generally less expensive than
interference filters, have been widely used for band selection in
the visible region. These filters function by absorbing selected
portions of the spectrum. The most common type consists of
colored glass or of a dye suspended in gelatin and sandwiched

between glass plates. Colored glass filters have the advantage of
high thermal stability.

Absorption filters have effective bandwidths that range
from 30 to 250 nm (see Figures 7-16 and 7-17). Filters that pro-
vide the narrowest bandwidths also absorb a significant fraction
of the desired radiation and may have a transmittance of 10% or
less at their band peaks. Glass filters with transmittance maxima
throughout the entire visible region are available commercially.

Cutoff filters have transmittances of nearly 100% over a por-
tion of the visible spectrum but then rapidly decrease to zero
transmittance over the remainder. A narrow spectral band can
be isolated by coupling a cutoff filter with a second filter (see
Figure 7-17).

Figure 7-16 shows that the performance characteristics
of absorption filters are significantly inferior to those of inter-
ference-type filters. Not only are the bandwidths of absorption
filters greater than those of interference filters, but for narrow

80
Holographic notch filter
Interference filter
8 60—
=]
s
§ 40 — Effective
g —T—> ~— bandwidth ~10 nm
Q
5 " Absorption filter Effective
A 20 — bandwidth
Peak
. ~50 nm
height
| L \
400 450 500 550

Wavelength, nm

FIGURE 7-16 Effective bandwidths for three types of filters.
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FIGURE 7-17 Comparison of various types of absorption filters for

visible radiation.



bandwidths the fraction of light transmitted by absorption filters
is also smaller. Nevertheless, absorption filters are adequate for
some applications.

7C-2 Monochromators

A monochromator is a device that uses an entrance slit to define
the area of the source viewed and an exit slit to isolate a single
wavelength band. Spectral scanning can be achieved by trans-
mitting different wavelength bands one at a time through the
exit slit. Monochromators for UV, visible, and IR radiation are
all similar in mechanical construction in the sense that they
use slits, lenses, mirrors, windows, and gratings or prisms. The
materials from which these components are fabricated depend
on the wavelength region of intended use (see Figure 7-2).

Components of Monochromators

Figure 7-18 illustrates the optical elements found in all
monochromators, which include the following: (1) an entrance
slit that provides a rectangular optical image, (2) a collimating
lens or mirror that produces a parallel beam of radiation,
(3) a prism or a grating that disperses the radiation into its com-
ponent wavelengths, (4) a focusing element that reforms the
image of the entrance slit and focuses it on a planar surface called
a focal plane, and (5) an exit slit in the focal plane that isolates the
desired spectral band. In addition, most monochromators have
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entrance and exit windows designed to protect the components
from dust and corrosive laboratory fumes.

Figure 7-18 shows the two types of dispersing elements
commonly found in monochromators: reflection gratings and
prisms. For purposes of illustration, a beam made up of just two
wavelengths, A, and A, (A; > A,), is shown. This radiation enters
the monochromators via a narrow rectangular opening, or slit;
is collimated; and then strikes the surface of the dispersing ele-
ment at an angle. For the grating monochromator, angular dis-
persion of the wavelengths results from diffraction, which occurs
at the reflective surface; for the prism, refraction at the two faces
results in angular dispersion of the radiation, as shown. In both
designs, the dispersed radiation is focused on the focal plane AB
where it appears as two rectangular images of the entrance slit
(one for A, and one for A,). By rotating the dispersing element,
one band or the other can be focused on the exit slit.

When monochromators first became available commer-
cially in the 1950s, they were most often prism instruments.
Currently, however, nearly all commercial monochromators are
based on reflection gratings because they are cheaper to fabri-
cate, provide better wavelength separation for the same size
dispersing element, and disperse radiation linearly along the
focal plane. As shown in Figure 7-19a, linear dispersion means
that the position of a band along the focal plane for a grating
varies linearly with its wavelength. For prism instruments, in
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FIGURE 7-18 Two types of monochromators: (a) Czerney-Turner
grating monochromator and (b) Bunsen prism monochromator. (In both

instances A, > A,.)
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FIGURE 7-19 Dispersion for three types of monochromators. The points A and B
on the scale in (c) correspond to the points shown in Figure 7-18.

contrast, shorter wavelengths show greater dispersion than
longer wavelengths, which complicates instrument design. The
nonlinear dispersion of two types of prism monochromators is
illustrated by Figure 7-19b. Because of their more general use,
we will focus our discussion on grating monochromators.

Prism Monochromators

Prisms can be used to disperse UV, visible, and IR radiation. The
material used for their construction differs, however, depending
on the wavelength region (see Figure 7-2b).

Figure 7-20 shows the two most common types of prism
designs. The first is a 60° prism, which is usually fabricated from
a single block of material. When crystalline (but not fused) quartz
is the construction material, however, the prism is usually formed
by cementing two 30° prisms together, as shown in Figure 7-20a;
one is fabricated from right-handed quartz and the second from
left-handed quartz. In this way, the optically active quartz causes
no net polarization of the emitted radiation; this type of prism is
called a Cornu prism. Figure 7-18b shows a Bunsen monochroma-
tor, which uses a 60° prism usually made of quartz.

Exercise: Learn more about monochromators at
www.tinyurl.com/skoogpia7

Mirror
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FIGURE 7-20 Dispersion by a prism: (a) quartz Cornu type and
(b) Littrow type.

As shown in Figure 7-20b, the Littrow prism, which permits
more compact monochromator designs, is a 30° prism with a
mirrored back. Refraction in this type of prism takes place twice
at the same interface so that the performance characteristics are
similar to those of a 60° prism in a Bunsen mount.

Grating Monochromators

Dispersion of UV, visible, and IR radiation can be brought about
by directing a polychromatic beam through a transmission grat-
ing or onto the surface of a reflection grating; the latter is by far
the more common type. Replica gratings, which are used in most
monochromators, are manufactured from a master grating."*
A master grating consists of a hard, optically flat, polished surface
that has a large number of parallel and closely spaced grooves,
made with a diamond tool. A magnified cross-sectional view of a
few typical grooves is shown in Figure 7-21. A grating for the UV
and visible region typically has from 300 to 2000 grooves/mm,
with 1200 to 1400 being most common. For the IR region, grat-
ings typically have 10 to 200 grooves/mm; for spectrophotome-
ters designed for the most widely used IR range of 5 to 15 um, a
grating with about 100 grooves/mm is suitable. The construction
of a good master grating is tedious, time-consuming, and expen-
sive because the grooves must be of identical size, exactly parallel,
and equally spaced over the length of the grating (3 to 10 cm).

Replica gratings are formed from a master grating by a
liquid-resin casting process that preserves virtually perfectly the
optical accuracy of the original master grating on a clear resin
surface. This surface is usually made reflective by a coating of
aluminum, or sometimes gold or platinum.

“For an interesting and informative discussion of the manufacture, testing,
and performance characteristics of gratings, see C. Palmer, Diffraction Grating
Handbook, 6th ed., Rochester, NY: Newport Corp., 2005 (www.newport.com).
For a historical perspective on the importance of gratings in the advancement of
science, see A. G. Ingalls, Sci. Amer., 1952, 186 (6), 45.
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FIGURE 7-21 Mechanisms of diffraction from an echellette-type grating.

The Echellette Grating. Figure 7-21 is a schematic representa-
tion of an echellette-type grating, which is grooved, or blazed, such
that it has relatively broad faces from which reflection occurs and
narrow unused faces. This geometry provides highly efficient dif-
fraction of radiation, and the reason for blazing is to concentrate
the radiation in a preferred direction."” Each of the broad faces
can be considered to be a line source of radiation perpendicular
to the plane of the page, which allows interference among the
reflected beams 1, 2, and 3 to occur. For the interference to be
constructive, it is necessary that the path lengths differ by an inte-
gral multiple n of the wavelength A of the incident beam.

In Figure 7-21, parallel beams of monochromatic radiation
1 and 2 are shown striking the grating at an incident angle i to
the grating normal. Maximum constructive interference is shown
as occurring at the reflected angle r. Beam 2 travels a greater
distance than beam 1 and the difference in the paths is equal to
(CB + BD) (shown as a colored line in the figure). For construc-
tive interference to occur, this difference must equal nA. That is,

n\ = (CB + BD)

where n, a small whole number, is called the diffraction order.
Note, however, that angle CAB is equal to angle i and that angle
DAB is identical to angle r. Therefore, from trigonometry, we
can write

CB = dsini
where d is the spacing between the reflecting surfaces. Also,
BD = dsinr

Substitution of the last two expressions into the first gives the
condition for constructive interference:

nA = d(sini + sinr) (7-6)

Equation 7-6 suggests that there are several values of A for
a given diffraction angle r. Thus, if a first-order line (n = 1) of

. D. Ingle Jr. and S. R. Crouch, Spectrochemical Analysis, p. 66, Upper Saddle
River, NJ: Prentice Hall, 1988.

900 nm is found at r, second-order (450-nm) and third-order
(300-nm) lines also appear at this angle. The first-order line is
usually the most intense. It is possible to design gratings with
blaze angles and shapes that concentrate as much as 90% of the
incident intensity in this order. Filters can generally remove the
higher-order lines. For example, glass, which absorbs radiation
below 350 nm, eliminates the higher-order spectra associated
with first-order radiation in most of the visible region. The
example that follows illustrates these points.

EXAMPLE 7-1

An echellette grating that contains 1450 blazes/mm was irra-
diated with a polychromatic beam at an incident angle 48° to
the grating normal. Calculate the wavelengths of radiation
that would appear at an angle of reflection of +20°, +10°, and
0° (angle r, Figure 7-21).

»Solution
To obtain d in Equation 7-6, we write

1 mm ¢ nm nm
= — X 10— = 689.7
1450 blazes mm blaze
When r in Figure 7-21 equals +20°,
689.7nm , | . 748.4
A = ——(sin 48° + sin 20°) = —, m

and the wavelengths for the first-, second-, and third-order
reflections are 748, 374, and 249 nm, respectively.

Further calculations of a similar kind yield the following
data:

A, nm
r, degrees n=1 n=2 n=3
20 748 374 249
10 632 316 211
0 513 256 171
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Concave Gratings. Gratings can be formed on a concave sur-
face in much the same way as on a plane surface. A concave grat-
ing permits the design of a monochromator without auxiliary
collimating and focusing mirrors or lenses because the concave
surface both disperses the radiation and focuses it on the exit
slit. Such an arrangement is advantageous in terms of cost. Also,
reducing the number of optical surfaces increases the energy
throughput.

Holographic Gratings. Holographic gratings'® are appearing
in ever-increasing numbers in modern optical instruments, even
some of the less-expensive ones. Holographic gratings, because
of their greater perfection with respect to line shape and dimen-
sions, provide spectra that are relatively free of stray radiation
and ghosts (double images).

In the preparation of holographic gratings, the beams from
a pair of identical lasers are brought to bear at suitable angles
on a glass surface coated with photoresist. The resulting inter-
ference fringes from the two beams sensitize the photoresist so
that it can be dissolved, leaving a grooved structure that can be
coated with aluminum or another reflecting substance to pro-
duce a reflection grating. The spacing of the grooves can be
altered by changing the angle of the two laser beams with respect
to one another.

As described in Section 7C-1 and illustrated in Figure 7-14,
holographic gratings are produced by generating an interference
pattern on the surface of a thin film of photosensitive material,
which is developed to provide the grooved structure of the grat-
ing. The grating is then coated with a reflective substance such
as aluminum. Nearly perfect, large (~50 cm) gratings with as
many as 6000 lines/mm can be manufactured in this way at a
relatively low cost. As with ruled gratings, replica gratings can be
cast from a master holographic grating. There is apparently no
optical test that can distinguish between a master and a replica
holographic grating."”

Performance Characteristics

of Grating Monochromators

The quality of a monochromator depends on the purity of its
radiant output, its ability to resolve adjacent wavelengths, its
light-gathering power, and its spectral bandwidth. The last
property is discussed in Section 7C-3.

Spectral Purity. The exit beam of a monochromator is usually
contaminated with small amounts of scattered or stray radiation
with wavelengths far different from that of the instrument set-
ting. This unwanted radiation can be traced to several sources.
Among these sources are reflections of the beam from various
optical parts and the monochromator housing. Reflections from
optical parts result from mechanical imperfections, particularly

18C. Palmer, Diffraction Grating Handbook, 6th ed., Ch. 4, Rochester, NY: Newport
Corp., 2005.

71, R. Altemose, J. Chem. Educ., 1986, 63, A216.

in gratings, introduced during manufacture. Scattering by dust
particles in the atmosphere or on the surfaces of optical parts
also causes stray radiation to reach the exit slit. Generally, the
effects of spurious radiation are minimized by introducing
baffles in appropriate spots in the monochromator and by coat-
ing interior surfaces with flat black paint. In addition, the mono-
chromator is sealed with windows over the slits to prevent dust
and fumes from entering. Despite these precautions, however,
some spurious radiation still appears. As we show in Section
13B-2, stray radiation can have serious effects on absorption
measurements under certain conditions.

Dispersion. The ability of a monochromator to separate
different wavelengths depends on its dispersion. The angular
dispersion is given by dr/dA, where dr is the change in the angle
of reflection or refraction with a change in wavelength dA. The
angle r is defined in Figures 7-20 and 7-21.

The angular dispersion of a grating can be obtained by dif-
ferentiating Equation 7-6 while holding i constant. Thus, at any
given angle of incidence,

ﬂ . n
d\A  dcosr

(7-7)

The linear dispersion D refers to the variation in wave-
length as a function of y, the distance along the line AB of the
focal plane as shown in Figure 7-18. If f is the focal length of
the monochromator, the linear dispersion can be related to the
angular dispersion by the relationship

dy fdr
T dh dA (7-8)

A more useful measure of dispersion is the reciprocal linear

dispersion D™' where

_d_1d
dy fdr

o (7-9)
The dimensions of D! are often nm/mm or A/mm in the
UV-visible region.

By substituting Equation 7-7 into Equation 7-9 we have the
reciprocal linear dispersion for a grating monochromator:

@ __dcosr
dy  nf

Note that the linear dispersion increases as the distance d
between rulings decreases, as the number of lines per millime-
ter increases, or as the focal length increases. At small angles
of diffraction (>20°),cosr = 1 and Equation 7-10 becomes
approximately

D=

(7-10)

(7-11)

Thus, for all practical purposes, if the angle r is small, the lin-
ear dispersion of a grating monochromator is constant, a property
that greatly simplifies monochromator design.



Resolving Power. The resolving power R of a monochromator
describes the limit of its ability to separate adjacent images that
have a slight difference in wavelength. Here, by definition

A

R=2x

(7-12)
where A is the average wavelength of the two images and AA
is their difference. The resolving power of typical bench-top
UV-visible monochromators ranges from 10° to 10*.

It can be shown'® that the resolving power of a grating is
given by the expression

A

R=— =
AX

nN (7-13)
when n is the diffraction order and N is the number of grating
blazes illuminated by radiation from the entrance slit. Thus, bet-
ter resolution is a characteristic of longer gratings, smaller blaze
spacings, and higher diffraction orders. This equation applies to
both echellette and echelle (see later discussion) gratings.

Light-Gathering Power. To increase the signal-to-noise
ratio of a spectrometer, it is necessary that the radiant energy
that reaches the detector be as large as possible. The f-number F,
or speed, provides a measure of the ability of a monochromator
to collect the radiation that emerges from the entrance slit. The
f-number is defined by

F=fd (7-14)

where fis the focal length of the collimating mirror (or lens) and
d is its diameter. The light-gathering power of an optical device
increases as the inverse square of the f-number. Thus, an f/2 lens
gathers four times more light than an f/4 lens. The f-numbers for
many monochromators lie in the 1 to 10 range.

Echelle Monochromators. Echelle monochromators contain
two dispersing elements arranged in series. The first of these ele-
ments is a special type of grating called an echelle grating. The
second, which follows, is usually a prism, or a low-dispersion
grating. The echelle grating, which was first described by G. R.
Harrison in 1949, provides higher dispersion and higher reso-
lution than an echellette of the same size.'” Figure 7-22 shows
a cross section of a typical echelle grating. It differs from the
echellette grating shown in Figure 7-21 in several ways. First,
to achieve a high angle of incidence, the blaze angle of an ech-
elle grating is significantly greater than the conventional device,
and the short side of the blaze is used rather than the long.

"], D. Ingle Jr. and S. R. Crouch, Spectrochemical Analysis, pp. 71-73, Upper
Saddle River, NJ: Prentice Hall, 1988.

For a more detailed discussion of the echelle grating, see C. Palmer,
Diffraction Grating Handbook, 6th ed., Rochester, NY: Newport Corp.
(www.newport.com), 2005, pp. 196-201; D. J. Brady, Optical Imaging and Spec-
troscopy, Hoboken, NJ: Wiley, 2009, pp. 393-397; D. A. Cremers and L. J.
Radziemski, Handbook of Laser-Induced Breakdown Spectroscopy, Chichester,
England: Wiley, 2006, pp. 80-83.
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FIGURE 7-22 Echelle grating: 7 = angle of incidence;
r = angle of reflection; d = groove spacing. In usual practice,
i~r=p8=63°26"

Furthermore, the grating is relatively coarse, having typically 300
or fewer grooves per millimeter for UV or visible radiation. Note
that the angle of reflection r is much higher in the echelle grat-
ing than the echellette and approaches the angle of incidence i.
That is,

re=i= B
Under these circumstances, the grating equation becomes

nA = 2dsin 8 (7-15)

With a normal echellette grating, high dispersion, or low
reciprocal dispersion, is obtained by making the groove width
d small and the focal length flarge. A large focal length reduces
light gathering and makes the monochromator large and
unwieldy. In contrast, the echelle grating achieves high disper-
sion by making both the angle 8 and the order of diffraction n
large. The reciprocal linear dispersion for an echelle monochro-
mator of focal length fis

_dcosp
- 7nf

Table 7-3 lists the performance characteristics for two typi-
cal monochromators: one with a conventional echellette grating

D! (7-16)

TABLE 7-3 Comparison of Performance Characteristics
of a Conventional and an Echelle Monochromator

Conventional  Echelle

Focal length 0.5m 0.5m
Groove density 1200/mm 79/mm
Diffraction angle, 8 10°22' 63°26'
Order n (at 300 nm) 1 75
Resolution (at 300 nm), 62,400 763,000
AAX

Reciprocal linear 16 A/mm 1.5 A/mm
dispersion, D"

Light-gathering power, F  f/9.8 f18.8

With permission from P. E. Keliher and C. C. Wohlers, Anal. Chem., 1976, 48, 334A,
DOI: 10.1021/ac60367a782. Copyright 1976 American Chemical Society.
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and the other with an echelle grating. These data demonstrate
the advantages of the echelle grating. Note that for the same
focal length, the linear dispersion and resolution are an order of
magnitude greater for the echelle; the light-gathering power of
the echelle is also somewhat superior.

One of the problems encountered with the use of an echelle
grating is that the linear dispersion at high orders of refraction is
so great that to cover a reasonably broad spectral range it is nec-
essary to use many successive orders. For example, one instru-
ment designed to cover a range of 200 to 800 nm uses diffraction
orders 28 to 118 (90 successive orders). Because these orders
inevitably overlap, it is essential that a system of cross disper-
sion, such as that shown in Figure 7-23a, be used with an echelle
grating. Here, the dispersed radiation from the grating is passed
through a prism (or a second grating) whose axis is 90° to the
grating. The effect of this arrangement is to produce a two-
dimensional spectrum as shown schematically in Figure 7-23b.
In this figure, the locations of 8 of the 70 orders is indicated

by short vertical lines. For any given order, the wavelength
dispersion is approximately linear, but, as can be seen, the dis-
persion is relatively small at lower orders or higher wavelengths.
An actual two-dimensional spectrum from an echelle mono-
chromator consists of a complex series of short vertical lines
lying along 50 to 100 horizontal axes, each axis corresponding
to one diffraction order. To change wavelength with an echelle
monochromator, it is necessary to change the angle of both the
grating and the cross-dispersive element (prism or grating).

Several instrument manufacturers offer echelle-type spec-
trometers for simultaneous determination of a multitude of ele-
ments by atomic emission spectroscopy. The optical designs of two
of these instruments are shown in Figures 10-7, 10-9, and 10-11.

Monochromator Slits

The slits of a monochromator play an important role in
determining the monochromator’s performance characteristics
and quality. Slit jaws are formed by carefully machining two
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FIGURE 7-23 An echelle monochromator: (a) arrangement of dispersing elements, and
(b) schematic end-on view of the dispersed radiation from the point of view of the transducer.



pieces of metal to give sharp edges. Care is taken to assure that
the edges of the slit are exactly parallel to one another and that
they lie on the same plane. In some monochromators, the open-
ings of the two slits are fixed; more often, the spacing can be
adjusted mechanically or electronically.

The entrance slit (see Figure 7-18) of a monochromator
serves as a radiation source; its image is ultimately focused on
the focal plane that contains the exit slit. If the radiation source
consists of a few discrete wavelengths, a series of rectangular
images appears on this surface as bright lines, each correspond-
ing to a given wavelength. A particular line can be brought
to focus on the exit slit by rotating the dispersing element. If
the entrance and exit slits are of the same width (as is usually the
case), in theory the image of the entrance slit will just fill
the exit-slit opening when the setting of the monochromator
corresponds to the wavelength of the radiation. Movement of
the monochromator setting in one direction or the other pro-
duces a continuous decrease in emitted intensity, which reaches
zero when the entrance-slit image has moved a distance equal to
its full width.

Effect of Slit Width on Resolution. Figure 7-24 shows
monochromatic radiation of wavelength A, striking the exit
slit. Here, the monochromator is set for A, and the two slits are

Monochromator Ay Ay As
setting T T T
| |
N
| | |
| | |
| | |
| Exit slit
|
|
|
|
|
|
|
T Effective
bandwidth

Radiant
power P

Bandwidth

Monochromator
setting, A

FIGURE 7-24 Illumination of an exit slit by monochromatic
radiation A, at various monochromator settings. Exit and entrance
slits are identical.
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identical in width. The image of the entrance slit just fills the
exit slit. Movement of the monochromator to a setting of A, or
A; results in the image being moved completely out of the slit.
The lower half of Figure 7-24 shows a plot of the radiant power
passing through the slit as a function of monochromator setting.
Note that the bandwidth is defined as the span of monochro-
mator settings (in units of wavelength, or sometimes in units of
cm™ ') needed to move the image of the entrance slit across the
exit slit. If polychromatic radiation were used, it would also rep-
resent the span of wavelengths passing through the exit slit for a
given monochromator setting.

The effective bandwidth (also called the spectral band-
pass or spectral slit width), which is one half the bandwidth
when the two slit widths are identical, is seen to be the range
of wavelengths that exit the monochromator at a given
wavelength setting. The effective bandwidth can be related
to the reciprocal linear dispersion by writing Equation 7-9
in the form

Dl — A

Y
where AA and Ay are now finite intervals of wavelength and lin-
ear distance along the focal plane, respectively. As shown by Fig-
ure 7-24, when Ay is equal to the slit width w, AA is the effective
bandwidth. That is,

Al = wD™! (7-17)

Figure 7-25 illustrates the relationship between the effective
bandwidth of an instrument and its ability to resolve spectral
peaks. Here, the exit slit of a grating monochromator is illumi-
nated with a beam composed of just three equally spaced lines
at wavelengths, A}, A,, and A;; each line is assumed to be of the
same intensity. In the top figure, the effective bandwidth of
the instrument is exactly equal to the difference in wavelength
between A, and A, or A, and A;. When the monochromator is set
at A,, radiation of this wavelength just fills the slit. Movement of
the monochromator in either direction diminishes the transmit-
ted intensity of A,, but increases the intensity of one of the other
lines by an equivalent amount. As shown by the solid line in the
plot to the right, no spectral resolution of the three wavelengths
is achieved.

In the middle drawing of Figure 7-25, the effective band-
width of the instrument has been reduced by narrowing the
openings of the exit and entrance slits to three quarters that of
their original dimensions. The solid line in the plot on the right
shows that partial resolution of the three lines results. When the
effective bandwidth is decreased to one half the difference in
wavelengths of the three beams, complete resolution is achieved,
as shown in the bottom drawing. Thus, complete resolution of
two lines is feasible only if the slit width is adjusted so that the
effective bandwidth of the monochromator is equal to one half
the wavelength difference of the lines.
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FIGURE 7-25 The effect of the slit width on spectra. The entrance slit is illuminated
with A, A,, and A; only. Entrance and exit slits are identical. Plots on the right show
changes in emitted power as the setting of monochromator is varied.

EXAMPLE 7-2

A grating monochromator with a reciprocal linear dispersion
of 1.2 nm/mm is to be used to separate the sodium lines at
588.9950 nm and 589.5924 nm. In theory, what slit width
would be required?

)Solution
Complete resolution of the two lines requires that

1
A = 5(589.5924 — 588.9950) = 0.2987 nm

Substitution into Equation 7-17 after rearrangement gives

AN 0.2987
w=——= = 0.25mm
D 1.2 nm/mm

It is important to note that slit widths calculated as in
Example 7-2 are theoretical. Imperfections present in most
monochromators are such that slit widths narrower than theo-
retical are usually required to achieve a desired resolution.

Figure 7-26 shows the effect of bandwidth on experimental
spectra for benzene vapor. Note the much greater spectral detail
realized with the narrowest slit setting and thus the narrowest
bandwidth.

Choice of Slit Widths. The effective bandwidth of a
monochromator depends on the dispersion of the grating or
prism as well as the width of the entrance and exit slits. Most
monochromators are equipped with variable slits so that the
effective bandwidth can be changed. The use of the minimal
slit width is desirable when narrow absorption or emission
bands must be resolved. On the other hand, the available radi-
ant power decreases significantly when the slits are narrowed,
and it becomes more difficult to measure the power accurately.
Thus, wider slit widths may be used for quantitative analy-
sis rather than for qualitative work, where spectral detail is
important.

7C-3 Other Wavelength Selectors

In addition to monochromators, several other wavelength
selection devices are used for spectroscopy. These include poly-
chromators, spectrographs, and acousto-optic tunable filters.

Polychromators

Just as a monochromator isolates one wavelength band, a
polychromator isolates several wavelength bands. Instead
of one exit slit as shown in Figure 7-18, the polychromator
has several exit slits. A radiation transducer is placed behind
each exit slit, allowing multiple wavelengths to be monitored.
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FIGURE 7-26 Effect of bandwidth on spectral detail for benzene vapor: (a) 0.5 nm, (b) 1.0 nm, (c) 2.0 nm.

This arrangement is particularly useful in some forms of atomic
spectroscopy, allowing lines from several different elements to
be monitored simultaneously. The monochromator, on the other
hand, can only pass one line at a time. Multiple wavelengths
can only be monitored sequentially by rapidly changing the
monochromator grating position (slewing or slew-scanning).

Spectrographs

A spectrograph is a device that has no exit slits, only an entrance
slit. The spectrum is displayed spatially in the focal plane. Early
spectroscopic measurements were made with a spectrograph
and a photographic plate placed in the focal plane. The spectrum
was displayed along the photographic plate with distance along
the plate being related to wavelength and the density of the
deposited silver being related to intensity. Today, multichan-
nel transducers consisting of an array of small photosensitive

elements are used. The multichannel transducer is placed in the
focal plane of the spectrograph.

Acousto-Optic Tunable Filters

An acousto-optic tunable filter (AOTF) disperses incident
radiation based on its interaction with an ultrasonic wave in
an acousto-optic crystal. The AOTF consists of a piezoelec-
tric transducer bonded to a birefringent crystal.?” When a
radio frequency (RF) signal is applied to the transducer, an

2Birefringence, also called double refraction, is a property of materials with
refractive indexes that depend on the polarization and propagation direction of
incident radiation. Birefringence splits the incident beam into two beams that
are polarized perpendicular to one another. Crystalline materials such as calcite,
quartz, and tellurium dioxide TeO, exhibit this property and are called birefrin-
gent or anisotropic crystals.
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acoustic wave is generated. The acoustic wave propagates into
the birefringent crystal where it causes periodic changes in
the refractive index. The crystal then acts like a transmis-
sion diffraction grating and disperses the incident radiation
according to its wavelength. For a given RF frequency, only
a narrow band of wavelengths is diffracted at a fixed angle.
When the RF frequency is varied, the period of the refractive
index variation changes, and a different band of wavelengths
is transmitted.

The wavelengths of an AOTF can be tuned over hundreds
of nanometers in the visible and near-IR regions. Tuning occurs
very rapidly (microseconds) by changing the RF frequency. The
spectral resolution varies from nanometers to tens of nanome-
ters. Rapid tuning without moving parts is among the major
advantages over other tunable devices (gratings and prisms).
This allows fast spectral scanning or rapid switching between
two or more wavelengths.

The AOTF has a large field-of-view, which makes it very
useful for spectral imaging applications such as fluorescence
microscopy (see Section 15C-6). These devices have also been
used in fluorescence excitation and emission spectroscopy as
well as in synchronously scanned fluorescence measurements
(see Section 15A-5). Near-IR spectroscopy (see Section 17D-1)
is an area in which AOTF devices have proven extremely useful.
Their speed and ruggedness has enabled many new diagnostic
and analytical applications.

7D  SAMPLE CONTAINERS

Sample containers are required for all spectroscopic studies
except emission spectroscopy. The cells, or cuvettes, that hold
the samples must be made of material that is transparent to
radiation in the spectral region of interest. Thus, as shown in
Figure 7-2, quartz or fused silica is required for work in the UV
region (below 350 nm). Both of these substances are transpar-
ent in the visible region and up to about 3 um in the IR region
as well. Silicate glasses can be used in the region between 350
and 2000 nm. Plastic containers have also been used in the vis-
ible region. Crystalline sodium chloride is the most common
substance used for cell windows in the IR region; the other IR
transparent materials listed in Figure 7-2 may also be used for
this purpose.

7E  RADIATION TRANSDUCERS
7E-1 Introduction

The detectors for early spectroscopic instruments were the
human eye or a photographic plate or film. Transducers that
convert radiant energy into an electrical signal have almost
totally replaced these detection devices. We will confine our dis-
cussion to modern transducers.

Properties of the Ideal Transducer

The ideal transducer would have a high sensitivity, a high signal-
to-noise ratio, and a constant response over a considerable range
of wavelengths. In addition, it would exhibit a fast response time
and no output signal in the absence of illumination. Finally,
the electrical signal produced by the ideal transducer would be
directly proportional to the radiant power P. That is,

S =kpP (7-18)

where § is the current or voltage output of the transducer, and k
is the calibration sensitivity (Section 1E-2).

Many real transducers exhibit a small, constant response,
known as a dark signal in the absence of radiation. For these
transducers, the response is described by the relationship

S=kP+k, (7-19)

where k, represents the dark signal (current or voltage), which is
usually constant over short measurement periods. Instruments
with transducers that produce a dark signal are often equipped
with a compensating circuit that reduces k, to zero; Equation
7-18 then applies.

Types of Radiation Transducers

As indicated in Figure 7-3b, there are two general types of radi-
ation transducers. One type responds to photons, the other to
heat. All photon transducers (also called photoelectric or quan-
tum detectors) have an active surface that absorbs radiation. In
some types, the absorbed energy causes emission of electrons
and the production of a photocurrent. In others, the radiation
promotes electrons into conduction bands; detection here is
based on the resulting enhanced conductivity (photoconduction).
Photon transducers are used largely for measurement of UV, vis-
ible, and near-IR radiation. When they are applied to radiation
much longer than 3 pm in wavelength, these transducers must
be cooled to dry-ice or liquid-nitrogen temperatures to avoid
interference from thermal background noise. Photoelectric
transducers produce an electrical signal resulting from a series
of individual events (absorption of single photons), the proba-
bility of which can be described statistically. In contrast, thermal
transducers, which are widely used for the detection of IR radia-
tion, respond to the average power of the incident radiation.

The distinction between photon and heat transducers is
important because shot noise often limits the behavior of pho-
ton transducers and thermal noise frequently limits thermal
transducers. As shown in Section 5B-2, the indeterminate errors
associated with the two types of transducers are fundamentally
different.

Figure 7-27 shows the relative spectral response of the var-
ious kinds of transducers that are useful for UV, visible, and IR

Tutorial: Learn more about radiation transducers at

www.tinyurl.com/skoogpia7
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FIGURE 7-27 Relative response of various types of photoelectric
transducers (A-G) and heat transducers (H, I): A, photomultiplier tube;
B, CdS photoconductivity; €, GaAs photovoltaic cell; D, CdSe

photoconductivity cell; £, Se/Se0 photovoltaic cell; F, silicon photodiode; G,
PbS photoconductivity; H, thermocouple; I, Golay cell. (Adapted from
P. W. Druse, L. N. McGlauchlin, and R. B. Quistan, Elements of Infrared

Technology, pp. 424-25, New York: Wiley, 1962. Reprinted by permission of

John Wiley & Sons Inc.)

spectroscopy. The ordinate function is inversely related to the
noise of the transducers and directly related to the square root of
its surface area. Note that the relative sensitivity of the thermal
transducers (curves H and I) is independent of wavelength but
significantly lower than the sensitivity of photoelectric transduc-
ers. On the other hand, photon transducers are often far from
ideal with respect to constant response versus wavelength.

7E-2 Photon Transducers

Several types of photon transducers are available, including
(1) photovoltaic cells, in which the radiant energy generates a
current at the interface of a semiconductor layer and a metal;
(2) phototubes, in which radiation causes emission of electrons
from a photosensitive solid surface; (3) photomultiplier tubes,
which contain a photoemissive surface as well as several addi-
tional surfaces that emit a cascade of electrons when struck by
electrons from the photosensitive area; (4) photoconductivity
transducers in which absorption of radiation by a semicon-
ductor produces electrons and holes, thus leading to enhanced
conductivity; (5) silicon photodiodes, in which photons cause

the formation of electron-hole pairs and a current across a
reverse-biased pn junction; and (6) charge-transfer transducers,
in which the charges developed in a silicon crystal as a result of
absorption of photons are collected and measured.*!

Barrier-Layer Photovoltaic Cells

The photovoltaic cell is a simple device that is used for detecting
and measuring radiation in the visible region. The typical cell
has a maximum sensitivity at about 550 nm. The response falls
off to about 10% of the maximum at 350 and 750 nm (see curve
E in Figure 7-27). Its range is similar to that of the human eye.

The photovoltaic cell consists of a flat copper or iron elec-
trode on which is deposited a layer of semiconducting material,
such as selenium (see Figure 7-28). The outer surface of the
semiconductor is coated with a thin transparent metallic film of

Z'For a comparison of the performance characteristics of the three most sensi-
tive and widely used photon transducers—photomultipliers, silicon diodes, and
charge-transfer devices—see W. E. L. Grossman, J. Chem. Educ., 1989, 66, 697,
DOI: 10.1021/ed066p697.
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FIGURE 7-28 Schematic of a typical barrier-layer cell.

gold or silver, which serves as the second, or collector, electrode.
The entire array is protected by a transparent envelope. When
radiation of sufficient energy reaches the semiconductor, elec-
trons and holes are formed. The electrons that have been pro-
moted to the conduction band then migrate toward the metallic
film and the holes toward the base on which the semiconductor
is deposited. The liberated electrons are free to migrate through
the external circuit to interact with these holes. The result is
an electrical current of a magnitude that is proportional to
the number of photons that strike the semiconductor surface.
The currents produced by a photovoltaic cell are usually large
enough to be measured with a microammeter. When the resis-
tance of the external circuit is kept small (<400 Q), the photo-
current is directly proportional to the radiant power that strikes
the cell. Currents on the order of 10 to 100 pA are typical.

The barrier-layer cell constitutes a rugged, low-cost means
for measuring radiant power. No external source of electrical
energy is required. On the other hand, the low internal resistance
of the cell makes the amplification of its output less convenient.
Consequently, although the barrier-layer cell provides a readily
measured response at high levels of illumination, it suffers from
lack of sensitivity at low levels. Another disadvantage of the bar-
rier-type cell is that it exhibits fatigue in which its current output
decreases gradually during continued illumination; proper cir-
cuit design and choice of experimental conditions minimize this
effect. Barrier-type cells are used in simple, portable instruments
where ruggedness and low cost are important. For routine analy-
ses, these instruments often provide reliable analytical data.

Vacuum Phototubes

A second type of photoelectric device is the vacuum photo-
tube,?? which consists of a semicylindrical cathode and a wire
anode sealed inside an evacuated transparent envelope as shown
in Figure 7-29. The concave surface of the electrode supports a
layer of photoemissive material (Section 6C-1) that tends to emit
electrons when it is irradiated. When a voltage is applied across
the electrodes, the emitted electrons flow to the wire anode gen-
erating a photocurrent that is generally about one tenth as great
as that associated with a photovoltaic cell for a given radiant
intensity. In contrast, however, amplification is easily accom-
plished because the phototube has a high electrical resistance.

“For a practical, although somewhat dated, discussion of vacuum phototubes and
photomultiplier tubes and circuits, see E. E. Lytle, Anal. Chem., 1974, 46, 545A,
DOI: 10.1021/ac60342a718.
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FIGURE 7-29 A phototube and op amp readout. The photocurrent
induced by the radiation causes a voltage drop across R, which
appears as v, at the output of the current-to-voltage converter.
This voltage may be displayed on a meter or acquired by a data-
acquisition system.

The number of electrons ejected from a photoemissive
surface is directly proportional to the radiant power of the
beam that strikes that surface. As the voltage applied across
the two electrodes of the tube is increased, the fraction of the
emitted electrons that reaches the anode rapidly increases until
the saturation voltage is achieved. At this point, essentially all
of the electrons are collected at the anode. The current then
becomes independent of voltage and directly proportional to
the radiant power. Phototubes are usually operated at a volt-
age of about 90 V, which is well within the saturation region.

A variety of photoemissive surfaces are used in commercial
phototubes. Typical examples are shown in Figure 7-30. From the
user’s standpoint, photoemissive surfaces fall into four categories:
highly sensitive, red sensitive, UV sensitive, and flat response.
The most sensitive cathodes are bialkali types such as num-
ber 117 in Figure 7-30; they are made up of potassium, cesium,
and antimony. Red-sensitive materials are multialkali types (for
example, Na/K/Cs/Sb) or Ag/O/Cs formulations. The behavior
of the Ag/O/Cs surface is shown as S-11 in the figure. Compo-
sitions of Ga/In/As extend the red region up to about 1.1 pm.
Most formulations are UV sensitive if the tube is equipped with
UV-transparent windows. Relatively flat responses are obtained
with Ga/As compositions such as that labeled 128 in Figure 7-30.

Phototubes frequently produce a small dark current (see
Equation 7-19) that results from thermally induced electron
emission and natural radioactivity from “’K in the glass housing
of the tube.

Photomultiplier Tubes
For the measurement of low radiant powers, the photomultiplier
tube (PMT) offers advantages over an ordinary phototube.?

ZFor a detailed discussion of the theory and applications of photomultipli-
ers, see Photomultiplier Tubes: Basics and Applications, Hamamatsu Photonics,
K. K., Hamamatsu City, Japan, 2006; R. W. Engstrom, Photomultiplier Handbook,
Lancaster, PA: RCA Corporation, 1980.



100

80

(=N
(=]

Sensitivity, mA/W
N
S

[
(=]

200 400 600 800 1000

Wavelength, nm

FIGURE 7-30 Spectral response of some typical photoemissive
surfaces. (From F. E. Lytle, Anal. Chem., 1974, 46, 545A, DOI:
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Figure 7-31 is a schematic of such a device. The photocathode
surface is similar in composition to the surfaces of the photo-
tubes described in Figure 7-30, and it emits electrons when
exposed to radiation. The tube also contains additional elec-
trodes (nine in Figure 7-31) called dynodes. Dynode D1 is main-
tained at a voltage approximately 90 V more positive than the
cathode, and electrons are accelerated toward it as a result. Each
photoelectron that strikes the dynode causes emission of several
additional electrons. These electrons, in turn, are accelerated
toward dynode D2, which is ~90 V more positive than dynode
D1. Again, several electrons are emitted for each electron that
strikes the surface. By the time this process has been repeated
nine times, 10° to 107 electrons have been formed for each inci-
dent photon. This cascade of electrons is finally collected at the
anode and the resulting current is then converted to voltage and
measured.

Curve A in Figure 7-27 shows that photomultipliers are
highly sensitive to UV and visible radiation. In addition, they
have extremely fast response times. Often, the sensitivity of an
instrument with a photomultiplier is limited by its dark current.
Because thermal emission is the major source of dark-current
electrons, the performance of a photomultiplier can be enhanced
by cooling. In fact, thermal dark currents can be virtually elim-
inated by cooling the detector to —30°C. Transducer housings,
which can be cooled by circulation of an appropriate coolant, are
available commercially.

PMTs are limited to measuring low-power radiation
because intense light causes irreversible damage to the photo-
electric surface. For this reason, the device is always housed in
a light-tight compartment and care is taken to eliminate the
possibility of its being exposed even momentarily to daylight

»» 7E Radiation Transducers 177

or other strong light while powered. With appropriate external
circuitry, PMTs can be used to detect the arrival of individual
photons at the photocathode.

Photomultipliers are also available with microchannel
plates instead of conventional dynodes. These devices are
often called image intensifiers. The microchannel plate con-
sists of a large number of glass capillaries bundled in parallel
in the form of a thin disk. When a primary electron strikes
the inner wall of a channel, secondary electrons are emitted.
These are accelerated by an electric field applied across the
plate and again strike the walls of the channel, giving rise to
additional secondary electrons. This process is repeated mul-
tiple times along the channel producing a large number of
electrons at the anode.

Microchannel plate PMTs are used in low-level imag-
ing applications, in techniques requiring very fast response,
and in low light-level applications detecting individual pho-
tons (photon counting). The microchannel plate voltage can
also be switched on and off rapidly to provide gating for appli-
cations that require time resolution (fluorescence lifetime
measurements, laser-induced breakdown spectroscopy, and
others). Microchannel plate PMTs are also available with mul-
tiple anodes to enable simultaneous two-dimensional detection.
Microchannel plate transducers are also used in mass spectrom-
etry as discussed in Section 11B-1.

Silicon Photodiode Transducers

A silicon photodiode transducer consists of a reverse-biased pn
junction formed on a silicon chip. As shown in Figure 7-32, the
reverse bias creates a depletion layer that reduces the conduc-
tance of the junction to nearly zero. If radiation impinges on
the chip, however, holes and electrons are formed in the deple-
tion layer and attracted to the appropriate electrode to produce
a current that is proportional to radiant power. They require
only low-voltage power supplies or can be operated under zero
bias. Because of this, they are widely used in portable, battery-
powered instruments.

Silicon photodiodes are more sensitive than vacuum photo-
tubes but less sensitive than PMTs (see curve F in Figure 7-27).
Photodiodes have spectral ranges from about 190 to more than
2000 nm.

The pin photodiode has an undoped, intrinsic region
between the p- and n-doped regions and thus a relatively large
depletion region. Most of the absorption of photons takes place
in the intrinsic region, which gives rise to carriers that are effi-
ciently collected. Compared to ordinary pn photodiodes, the
pin photodiode has a higher quantum efficiency and a faster
response time due to lower capacitance.

The avalanche photodiode is a silicon photodiode with
gain. Just as in a normal photodiode, incident photons create
electron-hole pairs. The avalanche photodiode is operated at a
relatively high reverse bias, typically tens or hundreds of volts,
near the breakdown voltage of the device. The strong internal
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FIGURE 7-31 Photomultiplier tube: (a), photograph of a typical commercial tube; (b), cross-sectional view;
(c), electrical diagram illustrating dynode polarization and photocurrent measurement. Radiation striking
the photosensitive cathode (b) gives rise to photoelectrons by the photoelectric effect. Dynode D1 is held
at a positive voltage with respect to the photocathode. Electrons emitted by the cathode are attracted to
the first dynode and accelerated in the field. Each electron striking dynode D1 thus gives rise to two to four
secondary electrons. These are attracted to dynode D2, which is again positive with respect to dynode D1.
The resulting amplification at the anode can be 10° or greater. The exact amplification factor depends on the
number of dynodes and the voltage difference between each. This automatic internal amplification is one of
the major advantages of photomultiplier tubes. With modern instrumentation, the arrival of individual photo-
current pulses can be detected and counted instead of being measured as an average current. This technique,
called photon counting, is advantageous at very low light levels.

electric field accelerates the electrons through the silicon lattice
creating secondary electrons in the process by impact ioniza-
tion. The resulting avalanche of electrons can produce a gain of
several hundred.

Avalanche photodiodes are generally of much smaller
active area than a typical photomultiplier tube. However, arrays
of avalanche photodiodes have been fabricated with active
areas approaching those of a normal PMT. Such arrays are

available commercially and are termed silicon photomultipli-
ers (SiPMs). These devices have gains that are comparable to a
standard photomultiplier tube (=10°) with a voltage between
20 and 100 V, much lower than a PMT. The SiPMs have photon
detection efficiencies ranging from 20 to 50% and a very rapid
response. SiPMs can have a spectral range from the UV to the IR
regions and are much more compact than PMTs. The devices are
sensitive to single photons and can be used in photon counting
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applications. Many of the current applications of SiPMs are in
medical imaging devices such as positron emission tomogra-
phy (PET) instruments and single photon emission computed
tomography (SPECT).

7E-3 Multichannel Photon Transducers

The first multichannel detector used in spectroscopy was a
photographic plate or a film strip that was placed along the
length of the focal plane of a spectrometer so that all the lines
in a spectrum could be recorded simultaneously. Photographic
detection is relatively sensitive, with some emulsions that
respond to as few as 10 to 100 photons. The primary limitation
of this type of detector, however, is the time required to develop
the image of the spectrum and convert the blackening of the
emulsion to radiant intensities.

Modern multichannel transducers* consist of an array of
small photosensitive elements arranged either linearly or in a
two-dimensional pattern on a single semiconductor chip. The
chip, which is usually silicon and typically has dimensions of
a few millimeters on a side, also contains electronic circuitry
to provide an output signal from each of the elements either

*For a discussion of multichannel photon detectors, see D. J. Brady, Optical
Imaging and Spectroscopy, Ch. 5, Hoboken, NJ: Wiley, 2009; J. M. Harnly and
R. E. Fields, Appl. Spectros., 1997, 51, 334A, DOI: 10.1366/0003702971941971;
J. V. Sweedler, K. L. Ratzlaff, and M. B. Denton, eds., Charge-Transfer Devices in
Spectroscopy, New York: VCH, 1994; J. V. Sweedler, Crit. Rev. Anal. Chem., 1993,
24,59, DOLI: 10.1080/10408349308048819.
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FIGURE 7-33 A reverse-biased linear diode-array detector: (a) cross
section and (b) top view.

sequentially or simultaneously. For spectroscopic studies, a mul-
tichannel transducer is generally placed in the focal plane of a
spectrograph so that various elements of the dispersed spectrum
can be transduced and measured simultaneously.

Three types of multichannel devices are used in
commercial spectroscopic instruments: photodiode arrays
(PDASs), charge-injection devices (CIDs), and charge-coupled
devices (CCDs). PDAs are one-dimensional transducers in
which the photosensitive elements are arranged linearly on the
transducer face. In contrast, the individual photosensitive ele-
ments of CIDs and CCDs are usually formed as two-dimen-
sional arrays. Charge-injection and charge-coupled transducers
both function by collecting photogenerated charges in various
areas of the transducer surface and then measuring the quan-
tity of charge accumulated in a brief period. In both devices, the
measurement is accomplished by transferring the charge from
a collection area to a detection area. For this reason, the two
types of transducers are sometimes called charge-transfer devices
(CTDs). These devices have widespread use as image transduc-
ers for television applications, for spectroscopic imaging, and
for astronomy.

Photodiode Arrays

In a PDA, the individual photosensitive elements are small sili-
con photodiodes, each of which consists of a reverse-biased pn
junction (see previous section). The individual photodiodes are
part of a large-scale integrated circuit formed on a single sili-
con chip. Figure 7-33 shows the geometry of the surface region
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FIGURE 7-34 Schematic of a photodiode-array detector chip.

of a few of the transducer elements. Each element consists of a
diffused p-type bar in an n-type silicon substrate to give a sur-
face region that consists of a series of side-by-side elements or
pixels. Pixels are often spaced 25 um apart and have heights of
0.5 to 2.5 mm (Figure 7-33b). Square pixels with dimensions
as small as 14 by 14 um are available. Radiation that is incident
on these elements creates charges in both the p and # regions.
The positive charges are collected and stored in the p-type bars
for subsequent integration (the charges formed in the n-regions
divide themselves proportionally between the two adjacent p-re-
gions). The number of transducer elements in a chip ranges
from 64 to 4096, with 1024 being the most widely used.

The integrated circuit that makes up a diode array also con-
tains a storage capacitor and switch for each diode as well as a
circuit for sequentially scanning the individual diode-capacitor
circuits. Figure 7-34 is a simplified diagram that shows the
arrangement of these components. Note that in parallel with
each photodiode is a companion 10-pF storage capacitor. Each
diode-capacitor pair is sequentially connected to a common out-
put line by the N-bit shift register and the transistor switches.
The shift register sequentially closes each of these switches,
momentarily causing the capacitor to be charged to —5 V, which
then creates a reverse bias across the pn junction of the detector.
Radiation that impinges on the depletion layer in either the p
or the n region forms charges (electrons and holes) that create
a current that partially discharges the capacitor in the circuit.
The capacitor charge that is lost in this way is replaced during the
next cycle. The resultant charging current is integrated by
the preamplifier circuit, which produces a voltage that is pro-
portional to the radiant intensity. After amplification, the ana-
log signal from the preamplifier passes into an analog-to-digital
converter and to a computer that controls the readout.

In using a diode-array transducer, the slit width of the spec-
trometer is usually adjusted so that the image of the entrance
slit just fills the surface area of one of the diodes that make up

the array. Thus, the information obtained is equivalent to that
recorded during scanning with a traditional spectrophotometer.
With the array, however, information about the entire spectrum
is accumulated essentially simultaneously and in discrete
elements rather than in a continuous way. Photodiode arrays are
capable of extremely rapid response times (nsec). They are also
available with microchannel plate front ends to provide gain and
allow detection of low light levels.

Some of the photoconductor transducers mentioned in the
previous section can also be fabricated into linear arrays for use
in the IR region. Two-dimensional arrays of photodiodes are
also available commercially.

Charge-Transfer Devices

PDAs cannot match the performance of PMTs with respect to
sensitivity, dynamic range, and signal-to-noise ratio. On the
other hand, the performance characteristics of CTDs approach
or sometimes surpass those of PMTs in addition to having the
multichannel advantage.” A further advantage of CTDs is that
they are usually two dimensional in the sense that individual
transducer elements are arranged in rows and columns. For
example, one detector that we describe in the next section con-
sists of 244 rows of transducer elements, each row composed of
388 detector elements, resulting in a two-dimensional array of
19,672 individual transducers, or pixels, on a silicon chip with
dimensions of 6.5 mm by 8.7 mm. With this device, it is possible
to simultaneously record an entire two-dimensional spectrum
from an echelle spectrometer (Figure 7-23).

CTDs operate like a photographic film in the sense that they
integrate signal information as radiation strikes them. Figure 7-35

»For details on CTDs, see J. M. Harnly and R. E. Fields, Appl. Spectros., 1997,
51, 334A; J. V. Sweedler, K. L. Ratzlaff, and M. B. Denton, eds., Charge-Transfer
Devices in Spectroscopy, New York: VCH, 1994; J. V. Sweedler, Crit. Rev. Anal.
Chem., 1993, 24, 59, DOI: 10.1080/10408349308048819.
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is a cross-sectional depiction of one of the pixels in a charge-trans-
fer array. In this case, the pixel consists of a pair of conductive
electrodes that overlie an insulating layer of silica (note that a
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silicon. This assembly constitutes a metal oxide semiconductor
capacitor that stores the charges formed when radiation strikes
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the doped silicon. When, as shown, a negative voltage is applied
to the electrodes, a charge inversion region is created under the
electrodes that is energetically favorable for the storage of holes.
The mobile holes created by the absorption of photons then
migrate and collect in this region. Typically, this region, which
is a potential well, is capable of holding as many as 10° to 10°
charges before overflowing into an adjacent pixel. In the figure,
one electrode is shown as more negative than the other, making
the accumulation of charge under this electrode more favorable.
The amount of charge generated during exposure to radiation is
measured in either of two ways. In a charge injection device (CID),
the voltage change that arises from movement of the charge from
the region under one electrode to the region under the other is
measured. In a charge-coupled device (CCD), the charge is moved
to a charge-sensing amplifier for measurement.

Charge-Injection Devices. Figure 7-36 is a simplified dia-
gram that shows the steps involved in the collection, storage,
and measurement of the charge generated when one pixel of a
semiconductor is exposed to photons. To monitor the intensity
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FIGURE 7-36 Duty cycle of a CID: (a) production and storage of charge,
(b) first charge measurement, (c) second charge measurement after charge
transfer, (d) reinjection of charge into the semiconductor.
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FIGURE 7-37 A CCD array: (a) arrangement of 512 X 320 pixels and
(b) schematic showing four of the individual detectors.

of the radiation that strikes the sensor element, the voltages
applied to the capacitors are cycled as shown in steps (a) through
(d) in the figure. In step (a), negative voltages are applied to the
two electrodes, which leads to formation of potential wells that
collect and store holes formed in the #n layer by absorption of
photons. Because the electrode on the right is at a more nega-
tive voltage, all the holes are initially retained under this elec-
trode. The magnitude of the charge collected in some brief time
interval is determined in steps (b) and (c). In (b), the voltage of
the capacitor on the left (V) is determined after removal of its
applied voltage. In step (c), the holes that have accumulated on
the right electrode are transferred to the potential well under the
left electrode by switching the voltage applied to the right elec-
trode from negative to positive. The new voltage of the electrode
V, is then measured. The magnitude of the accumulated charge
is determined from the difference in voltage (V, — V,). In step
(d), the detector is returned to its original state by applying posi-
tive voltages to both electrodes, which cause the holes to migrate
toward the substrate. As an alternative to step (d), however, the
detector can be returned to the condition shown in (a) without
the loss of charge that has already accumulated. This process
is called the nondestructive readout (NDRO) mode. A major
advantage of CIDs over CCDs is that successive measurements
can be made while integration is taking place.

As was true for the diode-array detector, the chip that con-
tains the array of charge-injection transducer elements also con-
tains appropriate integrated circuits for performing the cycling
and measuring steps.

Charge-Coupled Device. CCDs are marketed by several
manufacturers and come in a variety of shapes and forms.
Figure 7-37a illustrates the arrangement of individual detec-
tors in a typical array that is made up of 512 X 320 pixels.
Note that in this case the semiconductor is formed from
p-type silicon, and the capacitor is biased positively so that
electrons formed by the absorption of radiation collect in the
potential well below the electrode and holes move away from
the n-type layer toward the substrate. Note also that each pixel
is made up of three electrodes (labeled 1, 2, and 3 in Figure
7-37b) rather than two electrodes as in a CID. To measure
the accumulated charge, a three-phase clock circuit is used
to shift the charge in a stepwise manner to the right to the
high-speed shift register shown in Figure 7-37a. The charges
are then transferred downward to a preamplifier and then to
the readout. Thus, a row-by-row scan of the detector surface
is accomplished. In contrast to a CID, the readout in this case
neutralizes the accumulated charge. A CCD offers the advan-
tage of greater sensitivity to low light levels. A disadvantage
in some applications, however, is the destructive nature of the
readout process.

Linear CCD arrays and cameras are now available with
pixel dimensions as great as 12,000. These devices provide very
high-resolution detection of spectral information in an increas-
ingly broad range of analytical applications. Cameras with
built-in USB ports for data transfer to computers for analysis,
storage, and presentation of data can be purchased from a num-
ber of manufacturers.



Giles et al.”® have presented a comprehensive guide for
selecting CCD cameras for spectroscopic applications. These
authors provide detailed discussion of array materials, sensitiv-
ity, quantum efficiency, noise considerations, dynamic range,
resolution, readout modes, and hardware and software issues
associated with the acquisition and use of these devices.

7E-4 Photoconductivity Transducers

The most sensitive transducers for monitoring radiation in the
near-IR region (0.75 to 3 pm) are semiconductors whose resis-
tances decrease when they absorb radiation within this range.
The useful range of photoconductors can be extended into the
far-IR region by cooling to suppress noise that arises from ther-
mally induced transitions among closely lying energy levels.
This application of photoconductors is important in IR Fou-
rier transform instrumentation. Crystalline semiconductors are
formed from the sulfides, selenides, and stibnides of such metals
as lead, cadmium, gallium, and indium. Absorption of radiation
by these materials promotes some of their bound electrons into
an energy state in which they are free to conduct electricity. The
resulting change in conductivity can then be measured with a
circuit such as that shown in Figure 3-10a.

Lead sulfide is the most widely used photoconductive mate-
rial that can be used at room temperature. Lead sulfide trans-
ducers are sensitive in the region between 0.8 and 3 pm (12,500
to 3300 cm™'). A thin layer of this compound is deposited on
glass or quartz plates to form the cell. The entire assembly is then
sealed in an evacuated container to protect the semiconductor
from reaction with the atmosphere. The sensitivity of cadmium
sulfide, cadmium selenide, and lead sulfide transducers is shown
by curves B, D, and G in Figure 7-27.

7E-5 Thermal Transducers

The convenient phototransducers just considered are generally
not applicable in the IR because photons in this region lack the
energy to cause photoemission of electrons. Thus, thermal trans-
ducers or the photoconductive transducers just described must
be used. Neither of these is as satisfactory as photon transducers.

In thermal transducers,” the radiation impinges on and is
absorbed by a small blackbody; the resultant temperature rise
is measured. The radiant power level from a typical IR beam is
extremely small (1077 to 107° W), so that the heat capacity of the
absorbing element must be as small as possible if a temperature
change is to be detected. The size and thickness of the absorb-
ing element is minimized and the entire IR beam is concentrated

267, H. Giles, T. D. Ridder, R. H. Williams, D. A. Jones, and M. B. Denton, Anal.
Chem., 1998, 70 (19), 663A, DOI: 10.1021/ac981990y.

“For a good discussion of optical radiation transducers of all types, including
thermal detectors, see E. L. Dereniak and G. D. Growe, Optical Radiation
Detectors, New York: Wiley, 1984.
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on its surface so that, under optimal conditions, temperature
changes are limited to a few thousandths of a kelvin.

The measurement of IR radiation by thermal means is
complicated by thermal noise from the surroundings. For this
reason, thermal detectors are housed in a vacuum and are care-
fully shielded from thermal radiation emitted by other nearby
objects. To further minimize the effects of extraneous heat
sources, the beam from the source is generally chopped. In this
way, the analyte signal, after transduction, has the frequency of
the chopper and can be separated electronically from extraneous
noise, which usually varies slowly with time.

Thermocouples

In its simplest form, a thermocouple consists of a pair of
junctions formed when two pieces of a metal such as copper
are fused to each end of a dissimilar metal such as constantan
as shown in Figure 3-13. A voltage develops between the two
junctions that varies with the difference in their temperatures.

The transducer junction for IR radiation is formed from
very fine wires of bismuth and antimony or alternatively by
evaporating the metals onto a nonconducting support. In either
case, the junction is usually blackened to improve its heat-
absorbing capacity and sealed in an evacuated chamber with a
window that is transparent to IR radiation.

The reference junction, which is usually housed in the same
chamber as the active junction, is designed to have a relatively
large heat capacity and is carefully shielded from the incident
radiation. Because the analyte signal is chopped, only the dif-
ference in temperature between the two junctions is important;
therefore, the reference junction does not need to be maintained
at constant temperature. To enhance sensitivity, several thermo-
couples may be connected in series to form a thermopile.

A well-designed thermocouple transducer is capable of
responding to temperature differences of 107° K. This difference
corresponds to a potential difference of about 6 to 8 uV/uW. The
thermocouple of an IR detector is a low-impedance device that
is usually connected to a high-impedance differential amplifier,
such as the instrumentation amplifier shown in Figure 7-38.
Instrumentation amplifiers are discussed in Section 5C-1. Differ-
ence amplifiers, such as the one shown in Figure 3-13, are also
used for signal conditioning in thermocouple detector circuits.

Bolometers

A bolometer is a type of resistance thermometer constructed
of strips of metals, such as platinum or nickel, or of a semicon-
ductor. Semiconductor bolometers are often called thermistors.
These materials exhibit a relatively large change in resistance as
a function of temperature. The responsive element is kept small
and blackened to absorb radiant heat. Bolometers are not so
extensively used as other IR transducers for the mid-IR region.
However, a germanium bolometer, operated at 1.5 K, is nearly
an ideal transducer for radiation in the 5 to 400 cm ! (2000 to
25 pm) range.
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FIGURE 7-38 Thermocouple and instrumentation amplifier.
The output voltage v, is proportional to the thermocouple voltage.

The magnitude of v, is determined by the gain resistor Ry, which
performs the same function as R,/a in Figure 5-4.

Pyroelectric Transducers

Pyroelectric transducers are constructed from single crystalline
wafers of pyroelectric materials, which are insulators (dielectric
materials) with very special thermal and electrical properties.
Triglycine sulfate (NH,CH,COOH); - H,SO, (usually deuterated
or with a fraction of the glycines replaced with alanine) is the
most important pyroelectric material used in the construction
of IR transducers.

When an electric field is applied across any dielectric
material, electric polarization takes place whose magnitude is
a function of the dielectric constant of the material. For most
dielectrics, this induced polarization rapidly decays to zero
when the external field is removed. Pyroelectric substances,
in contrast, retain a strong temperature-dependent polariza-
tion after removal of the field. Thus, by sandwiching the pyro-
electric crystal between two electrodes (one of which is IR
transparent) a temperature-dependent capacitor is produced.
Changing its temperature by irradiating it with IR radiation
alters the charge distribution across the crystal, which creates
a measurable current in an external electrical circuit that con-
nects the two sides of the capacitor. The magnitude of this cur-
rent is proportional to the surface area of the crystal and to its
rate of change of polarization with temperature. Pyroelectric
crystals lose their residual polarization when they are heated to
a temperature called the Curie point. For triglycine sulfate, the
Curie point is 47°C.

Pyroelectric transducers exhibit response times that
are fast enough to allow them to track the changes in the
time-domain signal from an interferometer. For this reason,
most Fourier transform IR spectrometers use this type of
transducer.

7F  SIGNAL PROCESSORS
AND READOUTS

The signal processor is usually an electronic device that amplifies
the electrical signal from the transducer. In addition, it may
change the signal from dc to ac (or the reverse), alter the phase
of the signal, and filter it to remove unwanted components. In
some cases, the signal processor may perform such mathemat-
ical operations on the signal as differentiation, integration, or
conversion to a logarithm.

Several types of readout devices are found in modern
instruments. Digital meters, LCD, and computer displays are
common. Older instruments may have analog meters, analog
recorders, or cathode-ray tubes as readout devices.

7F-1 Photon Counting

The output from a PMT consists of a pulse of electrons for each
photon that reaches the detector surface. This analog signal is
often filtered to remove undesirable fluctuations due to the ran-
dom appearance of photons at the photocathode and measured as
a dc voltage or current. If, however, the intensity of the radiation
is too low to provide a satisfactory signal-to-noise ratio, it is possi-
ble, and often advantageous, to process the signal to a train of dig-
ital pulses that may then be counted as discussed in Section 4C.
With low levels of radiation, radiant power is proportional to the
number of pulses per unit time rather than to an average current
or voltage. This type of measurement is called photon counting.

Counting techniques have been used for many years for mea-
suring the radiant power of X-ray beams and of radiation produced
by the decay of radioactive species (these techniques are consid-
ered in detail in Chapters 12 and 32). Photon counting is also used
for UV and visible radiation, but in this application, it is the output
of a PMT that is counted. In the previous section we indicated that
a single photon that strikes the cathode of a photomultiplier ulti-
mately leads to a cascade of 10° to 107 electrons, which produces a
pulse of charge that can be amplified and counted.

Generally, the equipment for photon counting is similar to
that shown in Figure 4-2 in which a comparator rejects pulses
unless they exceed some predetermined minimum voltage. Com-
parators are useful for this task because dark-current and instru-
ment noise are often significantly smaller than the signal pulse and
are thus not counted; an improved signal-to-noise ratio results.

Photon counting has a number of advantages over
analog-signal processing, including improved signal-to-noise
ratio, sensitivity to low radiation levels, improved precision for
a given measurement time, and lowered sensitivity to PMT volt-
age and temperature fluctuations. The required equipment is,
however, more complex and expensive. As a result, the technique
has thus not been widely applied for routine molecular absorp-
tion measurements in the UV and visible regions where high
sensitivity is not required. However, it has become the detection
method of choice in some fluorescence, chemiluminescence,
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FIGURE 7-39 Schematic of the light path through an optical fiber.

and Raman spectrometric techniques, where radiant power
levels are low.

7G  FIBER OPTICS

In the late 1960s, analytical instruments began to appear on the mar-
ket that contained fiber optics for transmitting radiation and images
from one component of the instrument to another.?® Fiber optics
have added a new dimension of utility to optical instrument designs.

7G-1 Properties of Optical Fibers

Optical fibers are fine strands of glass or plastic that transmit
radiation for distances of several hundred feet or more. The
diameter of optical fibers ranges from 0.05 um to as large as 0.6
cm. Where images are to be transmitted, bundles of fibers, fused
at the ends, are used. A major application of these fiber bundles
has been in medical diagnoses, where their flexibility permits
transmission of images of organs through tortuous pathways to
the physician. Fiber optics are used not only for observation but
also for illumination of objects. In such applications, the ability
to illuminate without heating is often very important.

Light transmission in an optical fiber takes place by total
internal reflection as shown in Figure 7-39. For total internal
reflections to occur, it is necessary that the transmitting fiber
be coated with a material that has a refractive index that is
somewhat smaller than the refractive index of the fiber mate-
rial. Thus, a typical glass fiber has a core with a refractive index
of about 1.6 and has a glass coating with a refractive index of
approximately 1.5. Typical plastic fibers have a polymethylmeth-
acrylate core with a refractive index of 1.5 and have a polymer
coating with a refractive index of 1.4.

A fiber (Figure 7-39) will transmit radiation contained in a
limited incident cone with a half angle shown as 6 in the figure.
The numerical aperture of the fiber provides a measure of the
magnitude of the so-called acceptance cone.

By suitable choice of construction materials, fibers that will
transmit UV, visible, or IR radiation can be manufactured. You

*For a thorough discussion of fiber optics, see J. Hayes, FOA Guide to Fiber
Optics, Fallbrook, CA: Fiber Optics Association, 2009; J. Hayes, Fiber Optics
Technician’s Manual, Clifton Park, NY: Delmar Learning, 2006.

will find several examples of their application to conventional
analytical instruments in the chapters that follow.

7G-2 Fiber-Optic Sensors

Fiber-optic sensors, which are sometimes called optrodes, con-
sist of a reagent phase immobilized on the end of a fiber optic.”
Interaction of the analyte with the reagent creates a change in
absorbance, reflectance, fluorescence, or luminescence, which is
then transmitted to a detector via the optical fiber. Fiber-optic
sensors are generally simple, inexpensive devices that are easily
miniaturized. They are used extensively for sensing biological
materials, where they are often called biosensors.”® In fact, such
sensors have been miniaturized to the nanometer scale. These
devices are called nanobiosensors.

7H TYPES OF OPTICAL INSTRUMENTS

In this section, we define the terminology we use to describe
various types of optical instruments. It is important to under-
stand that the nomenclature proposed here is not agreed upon
and used by all scientists; it is simply a common nomenclature
and the one that will be encountered throughout this book.

A spectroscope is an optical instrument used for the visual
identification of atomic emission lines. It consists of a mono-
chromator, such as one of those shown in Figure 7-18, in which
the exit slit is replaced by an eyepiece that can be moved along
the focal plane. The wavelength of an emission line can then be
determined from the angle between the incident and dispersed
beams when the line is centered on the eyepiece.

We use the term colorimeter to designate an instrument
for absorption measurements in which the human eye serves as
the detector using one or more color-comparison standards. A
photometer consists of a source, a filter, and a photoelectric trans-
ducer as well as a signal processor and readout. Note that some

»X. E. Wong and O. S. Wolfbeis, Anal. Chem., 2012, 85, 487, DOI: 10.1021/
ac303159b; O.S. Wolfbeis, Anal. Chem., 2008, 80, 4269, DOI: 10.1021/ac800473b;
M. A. Arnold, Anal. Chem., 1992, 64, 1015A, DOI: 10.1021/ac00045a720.

T. Vo-Dinh, in Encyclopedia of Nanoscience and Nanotechnology, Stevenson
Ranch, CA: American Scientific Publishers, 2004, 6, 53-59. ]. M. Song, P. M.
Kasili, G. D. Griffin, T. Vo-Dinh, Anal. Chem., 2004, 76, 2591, DOI: 10.1021/
ac0352878.
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scientists and instrument manufacturers refer to photometers as
colorimeters or photoelectric colorimeters. Filter photometers
are commercially available for absorption measurements in the
UV, visible, and IR regions, as well as emission and fluorescence
in the first two wavelength regions. Photometers designed for
fluorescence measurements are also called fluorometers.

A spectrometer is an instrument that provides information
about the intensity of radiation as a function of wavelength or
frequency. A spectrophotometer is a spectrometer equipped with
one or more exit slits and photoelectric transducers that permit
the determination of the ratio of the radiant power of two beams
as a function of wavelength as in absorption spectroscopy.
A spectrophotometer for fluorescence analysis is sometimes
called a spectrofluorometer.

All of the instruments named in this section thus far use
filters or monochromators to isolate a portion of the spectrum
for measurement. A multiplex instrument, in contrast, obtains
spectral information without first dispersing or filtering the
radiation to provide wavelengths of interest.

Most multiplex analytical instruments depend on the
Fourier transform for signal decoding and are thus often called
Fourier transform spectrometers. Such instruments are by no
means confined to optical spectroscopy. Fourier transform
devices have been described for nuclear magnetic resonance
spectrometry, mass spectrometry, and microwave spectroscopy.
Several of these instruments are discussed in some detail in sub-
sequent chapters. The section that follows describes the princi-
ples of operation of Fourier transform optical spectrometers.

71 PRINCIPLES OF FOURIER
TRANSFORM OPTICAL
MEASUREMENTS

Fourier transform spectroscopy was first developed by astron-
omers in the early 1950s to study the IR spectra of distant stars.
The first chemical applications of Fourier transform spectros-
copy were to the far-infrared region where energies and detector
sensitivities are low. By the late 1960s, instruments for chemical
studies in both the far-IR (10 to 400 cm™") and the ordinary IR
regions were available commercially.*’ Descriptions of Fourier
transform instruments for the UV and visible spectral regions
can also be found in the literature, but their adoption has been
less widespread.

*'For more complete discussions of optical Fourier transform spectroscopy,
consult the following references: B. C. Smith, Fundamentals of Fourier Transform
Infrared Spectroscopy, 2nd ed., Boca Raton, FL: CRC Press, 2011; P. Hariha-
ran, Basics of Interferometry, 2nd ed., Burlington, MA: Academic Press, 2007;
P. R. Griffiths and J. A. de Haseth, Fourier Transform Infrared Spectrometry,
2nd ed., Hoboken, NJ: Wiley, 2007; A. G. Marshall and E. R. Verdun, Fourier
Transforms in NMR, Optical, and Mass Spectrometry, New York: Elsevier, 1990.

71-1 Inherent Advantages of Fourier
Transform Spectrometry

The use of Fourier transform instruments has several major
advantages. The first is the throughput, or Jaquinot, advantage,
which is realized because Fourier transform instruments have
few optical elements and no slits to attenuate radiation. As
a result, the radiant power that reaches the detector is much
greater than in dispersive instruments and much greater signal-
to-noise ratios are observed.

A second advantage of Fourier transform instruments is
their extremely high resolving power and wavelength repro-
ducibility that make possible the analysis of complex spectra
in which the sheer number of lines and spectral overlap make
the determination of individual spectral features difficult.
Figure 7-40, which is part of an emission spectrum for a steel,
illustrates this advantage. The spectrum, which extends from
only 299.85 to 300.75 nm, contains thirteen well-separated lines
of three elements. The wavelength resolution (AA/A) for the
closest pair of lines is about 6 ppm.

A third advantage arises because all elements of the source
reach the detector simultaneously. This characteristic makes it
possible to obtain data for an entire spectrum in 1 second or
less. Let us examine the consequences of this last advantage in
further detail.

For purposes of this discussion, it is convenient to think of
an experimentally derived spectrum as made up of m individ-
ual transmittance measurements at equally spaced frequency or
wavelength intervals called resolution elements. The quality of
the spectrum—that is, the amount of spectral detail—increases
as the number of resolution elements becomes larger or as the
frequency intervals between measurements become smaller.*
Thus, to increase spectral quality, m must be made larger;
clearly, increasing the number of resolution elements must also
increase the time required for obtaining a spectrum with a scan-
ning instrument.

Consider, for example, the measurement of an IR spectrum
from 500 to 5000 cm™". If resolution elements of 3 cm ™' were
chosen, m would be 1500; if 0.5 s was required for recording the
transmittance of each resolution element, 750 s, or 12.5 min,
would be needed to obtain the spectrum. Reducing the width
of the resolution element to 1.5 cm ™" would be expected to pro-
vide significantly greater spectral detail; it would also double the
number of resolution elements as well as the time required for
their measurement.

For most optical instruments, particularly those designed
for the IR region, decreasing the width of the resolution element
has the unfortunate effect of decreasing the signal-to-noise ratio.
This happens because narrower slits must be used, which leads

*Individual point-by-point measurements are not made with a recording
spectrophotometer; nevertheless, the idea of a resolution element is useful, and
the ideas generated from it apply to recording instruments as well.
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FIGURE 7-40 An iron emission spectrum illustrating the high resolving power of a Fourier
transform emission spectrometer. (From A. P. Thorne, Anal. Chem., 1991, 63, 57A,
DOI: 10.1021/ac00002a712. Copyright 1991 American Chemical Society.)

to weaker source signals that reach the transducer. For IR detec-
tors, the reduction in signal strength is not, however, accompa-
nied by a corresponding decrease in detector noise. Therefore, a
degradation in signal-to-noise ratio results.

In Chapter 5, we pointed out that signal-to-noise ratios
can be improved substantially by signal averaging. We showed
(Equation 5-11) that the signal-to-noise ratio S/N for the average
of n measurements is given by

() =)

where (S/N); is the S/N for one measurement. The application
of signal averaging to conventional spectroscopy is, unfortu-
nately, costly in terms of time. Thus, in the example just consid-
ered, 750 s is required to obtain a spectrum of 1500 resolution
elements. To improve the signal-to-noise ratio by a factor of 2
would require averaging four spectra, which would then require
4 X 750 s, or 50 min.

(7-20)

Fourier transform spectroscopy differs from conventional
spectroscopy in that all of the resolution elements for a spec-
trum are measured simultaneously, thus reducing enormously
the time required to obtain a spectrum at any chosen signal-
to-noise ratio. An entire spectrum of 1500 resolution elements
can then be recorded in about the time required to observe just
one element by conventional spectroscopy (0.5 s in our earlier
example). This large decrease in observation time is often used
to significantly enhance the signal-to-noise ratio of Fourier
transform measurements. For example, in the 750 s required
to determine the spectrum by scanning, 1500 Fourier trans-
form spectra could be recorded and averaged. According to
Equation 7-20, the improvement in signal-to-noise ratio would

be V1500, or about 39. This inherent advantage of Fourier trans-
form spectroscopy was first recognized by P. Fellgett in 1958 and
is termed the Fellgett, or multiplex, advantage. It is worth noting
here that, for several reasons, the theoretical vz improvement
in §/N is seldom entirely realized. Nonetheless, major improve-
ments in signal-to-noise ratios are generally observed with the
Fourier transform technique.

The multiplex advantage is important enough so that
nearly all IR spectrometers are now of the Fourier transform
type. Fourier transform instruments are much less common
for the UV, visible, and near-IR regions, however, because
signal-to-noise limitations for spectral measurements with
these types of radiation are seldom a result of detector noise but
instead are due to shot noise and flicker noise associated with
the source. In contrast to detector noise, the magnitudes of both
shot and flicker noise increase as the radiant power of the sig-
nal increases. Furthermore, the total noise for all of the resolu-
tion elements in a Fourier transform measurement tends to be
averaged and spread out uniformly over the entire transformed
spectrum. Thus, the signal-to-noise ratio for strong peaks in the
presence of weak peaks is improved by averaging but degraded
for the weaker peaks. For flicker noise, such as is encountered
in the background radiation from many spectral sources, degra-
dation of S/N for all peaks is observed. This effect is sometimes
termed the multiplex disadvantage and is largely responsible for
the Fourier transform not being widely applied for UV-visible
spectroscopy.”

*For a further description of this multiplex disadvantage in atomic spectroscopy,
see A. P. Thorne, Anal. Chem., 1991, 63, 62A, DOI: 10.1021/ac00002a712;
A. G. Marshall and E R. Verdun, Fourier Transforms in NMR, Optical, and Mass
Spectrometry, Chap. 5, New York: Elsevier, 1990.
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FIGURE 7-41 (a) Time-domain plot of two slightly different frequencies of the same amplitude v; and v,.
(b) Time-domain plot of the sum of the two waveforms in (a). (c) Frequency-domain plot of v,. (d) Frequency-domain

plot of v,. (e) Frequency-domain plot of the waveform in (b).

71-2 Time-Domain Spectroscopy

Conventional spectroscopy can be termed frequency-domain
spectroscopy in that radiant power data are recorded as a func-
tion of frequency or wavelength. In contrast, time-domain spec-
troscopy, which can be achieved by the Fourier transform, is
concerned with changes in radiant power with time. Figure 7-41
illustrates the difference.

The plots in Figure 7-41c and d are conventional spectra
of two monochromatic sources with frequencies v, and v, Hz.
The curve in Figure 7-41e is the spectrum of a source that con-
tains both frequencies. In each case, the radiant power P(v) is
plotted versus the frequency in hertz. The symbol in parentheses
is added to emphasize the frequency dependence of the power;
time-domain power is indicated by P(t).

The curves in Figure 7-41a show the time-domain spectra
for each of the monochromatic sources. The two have been plot-
ted together to make the small frequency difference between
them more obvious. Here, the instantaneous power P(¢) is
plotted as a function of time. The curve in Figure 7-41b is the
time-domain spectrum of the source that contains both fre-
quencies. As is shown by the horizontal arrow, the plot exhibits
a periodicity, or beat, as the two waves go in and out of phase.

Figure 7-42 is a time-domain signal from a source that con-
tains many wavelengths. It is considerably more complex than
those shown in Figure 7-41. Because a large number of wave-
lengths are involved, a full cycle is not completed in the time
period shown. A pattern of beats appears as certain wavelengths
pass in and out of phase. In general, the signal power decreases
with time because the closely spaced wavelengths become more
and more out of phase.

It is important to appreciate that a time-domain signal
contains the same information as a spectrum does in the fre-
quency domain, and in fact, one can be converted to the other
by numerical computations. Thus, Figure 7-41b was computed
from the data of Figure 7-41e using the equation

P(t) = kcos(2mv,t) + kcos(2mv,t) (7-21)

where k is a constant and ¢ is the time. The difference in fre-
quency between the two lines was approximately 10% of v,.

The interconversion of time- and frequency-domain signals
is complex and mathematically tedious when more than a few
lines are involved; the operation is only practical with a computer.
Today fast Fourier transform algorithms allow calculation of
frequency-domain spectra from time-domain spectra in seconds.
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FIGURE 7-42 Time-domain signal of a source made up of many
wavelengths.

71-3 Acquiring Time-Domain Spectra

with a Michelson Interferometer

Time-domain signals, such as those shown in Figures 7-41 and
7-42, cannot be acquired experimentally with radiation in the
frequency range that is associated with optical spectroscopy (10"
to 10" Hz) because there are no transducers that will respond to
radiant power variations at these high frequencies. Thus, a typical
transducer yields a signal that corresponds to the average power
of a high-frequency signal and not to its periodic variation. To
obtain time-domain signals requires, therefore, a method of
converting (or modulating) a high-frequency signal to one of
measurable frequency without distorting the time relationships
carried in the signal; that is, the frequencies in the modulated
signal must be directly proportional to those in the original.
Different signal-modulation procedures are used for the various
wavelength regions of the spectrum. The Michelson interferome-
ter is used extensively to modulate radiation in the optical region.

The device used for modulating optical radiation is an inter-
ferometer similar in design to one first described by Michelson
late in the nineteenth century. The Michelson interferometer is
a device that splits a beam of radiation into two beams of nearly
equal power and then recombines them in such a way that inten-
sity variations of the combined beam can be measured as a func-
tion of differences in the lengths of the paths of the two beams.
Figure 7-43 is a schematic of such an interferometer as it is used
for optical Fourier transform spectroscopy.

As shown in Figure 7-43, a beam of radiation from a source
is collimated and impinges on a beamsplitter, which transmits
approximately half the radiation and reflects the other half.
The resulting twin beams are then reflected from mirrors, one
fixed and the other movable. The beams then meet again at the
beamsplitter, with half of each beam directed toward the sample
Simulation: Learn more about Michelson

interferometer and Fourier transform spectrometers
at www.tinyurl.com/skoogpia7
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and detector and the other two halves directed back toward the
source. Only the two halves that pass through the sample to the
detector are used for analytical purposes.

Horizontal motion of the movable mirror causes the radi-
ant power that reaches the detector to fluctuate in a reproducible
manner. When the two mirrors are equidistant from the split-
ter (position 0 in Figure 7-43), the two parts of the recombined
beam are precisely in phase and the signal power is at a maxi-
mum. For a monochromatic source, motion of the movable mir-
ror in either direction by a distance equal to exactly one-quarter
wavelength (position B or C in the figure) changes the path
length of the corresponding reflected beam by one-half wave-
length (one-quarter wavelength for each direction). At this mir-
ror position, destructive interference reduces the radiant power
of the recombined beams to zero. When the mirror moves to A
or D, the two halves of the beams are back in phase so that con-
structive interference again occurs.

The difference in path lengths for the two beams,
2(M — F) in the figure, is called the retardation 6. A plot of
the output power from the detector versus 8 is called an inter-
ferogram. For monochromatic radiation, the interferogram
takes the form of a cosine curve such as that shown in the
lower left of Figure 7-43 (cosine rather than sine because the
power is always at a maximum when & is zero and the two
paths are identical).

The time-varying signal produced by the radiation strik-
ing the detector in a Michelson interferometer is much lower in
frequency than the source frequency. The relationship between
the two frequencies is derived by reference to the P(t) versus 6
plot in Figure 7-43. One cycle of the signal occurs when the mir-
ror moves a distance that corresponds to one half a wavelength
(A/2). If the mirror is moving at a constant velocity of v, and
we define 7 as time required for the mirror to move A/2 cm, we
may write

A

T = — (7-22)
The frequency f of the signal at the detector is simply the recip-
rocal of 7, or

1 VM 2V
f=-=5 ="

T M2 A

(7-23)

We may also relate this frequency to the wavenumber v of the
radiation. Thus,

f=2nw (7-24)

The relationship between the optical frequency of the radiation

and the frequency of the interferogram is obtained by substitu-
tion of A = ¢/v into Equation 7-23. Thus,

f=""v (7-25)

where v is the frequency of the radiation and c is the velocity of
light (3 X 10" cm/s). When vy, is constant, the interferogram
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FIGURE 7-43 Schematic of a Michelson interferometer illuminated

by a monochromatic source.

frequency f is directly proportional to the optical frequency v.
Furthermore, the proportionality constant is a very small num-
ber. For example, if the mirror is driven at a rate of 1.5 cm/s,

2vy 2 X 1.5cm/s

— —10
= m =10
c 3 X 10" cm/s

and
f=10"p

As shown by the following example, the frequency of visible
and IR radiation is easily modulated into the audio range by a
Michelson interferometer.

EXAMPLE 7-3

Calculate the frequency range of a modulated signal from a
Michelson interferometer with a mirror velocity of 0.20 cm/s,
for visible radiation of 700 nm and IR radiation of 16 pm
(4.3 X 10" to 1.9 X 10'* Hz).

)Solution
Using Equation 7-23, we find

. 2 X 0.20 cm/s
700 nm X 1077 cm/nm

fi = 5700 Hz

B 2 X 0.20 cm/s
16 um X 10~* cm/pm

250 Hz

fi

Certain types of visible and IR transducers are capable of
following fluctuations in signal power that fall into the audio-
frequency range. Thus, it is possible to record a modulated
time-domain signal in the audio frequency range that is an exact
translation of the appearance of the very high-frequency time-
domain signal from a visible or IR source. Figure 7-44 shows three
examples of such time-domain interferograms. At the top of each
column is the image of the interference pattern that appears at the
output of the Michelson interferometer. In the middle are the inter-
ferogram signals resulting from the patterns at the top, and the cor-
responding frequency-domain spectra appear at the bottom.

Fourier Transformation of Interferograms

The cosine wave of the interferogram shown in Figure 7-44a

(and also in Figure 7-43) can be described by the equation
1.

P(8) = EP(V)cos 2mft (7-26)
where P(v) is the radiant power of the beam incident on the
interferometer and P(5) is the amplitude, or power, of the inter-
ferogram signal. The parenthetical symbols emphasize that
one power is in the frequency domain and the other is in the
time domain. In practice, we modify Equation 7-26 to take into
account the fact that the interferometer does not split the source
exactly in half and that the detector response and the amplifier
behavior are frequency dependent. Thus, it is useful to introduce
a new variable, B(v), which depends on P(v) but takes these fac-
tors into account. We can then rewrite the equation in the form

P(8) = B(v)cos 2mft (7-27)
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FIGURE 7-44 Formation of interferograms at the output of the Michelson interferometer. (a) Interference pattern at the output of
the interferometer resulting from a monochromatic source. (b) Sinusoidally varying signal (interferogram) produced at the detector

as the pattern in (a) sweeps across the detector. (c) Frequency spectrum of the monochromatic light source resulting from the Fourier
transformation of the signal in (b). (d) Interference pattern at the output of the interferometer resulting from a two-frequency source.
(e) Complex signal produced by the interference pattern of (d) as it falls on the detector. Zero retardation is indicated by point A.

(f) Frequency spectrum of the two-frequency source. (g) Interference pattern resulting from a broad emission band. (h) Interferogram

of the source in (f). (i) Frequency spectrum of the emission band.

Substitution of Equation 7-24 into Equation 7-27 leads to

P(8) = B(v)cos 4mvy vt (7-28)

But the mirror velocity can be expressed in terms of retardation
or

Substitution of this relationship into Equation 7-28 gives
P(8) = B(v)cos2mdv

which expresses the magnitude of the interferogram signal as
a function of the retardation factor and the wavenumber of the
source.

The interferograms shown in Figure 7-44b, e, and h can be
described by two terms, one for each wavenumber. Thus,

P(8) = B,(v,)cos 2mwdv, + B,(v,)cos2mdy,  (7-29)

For a continuum source, as in Figure 7-44i, the interferogram
can be represented as a sum of an infinite number of cosine
terms. That is,

0

P(8) = J B(v)cos 28 dv (7-30)
The Fourier transform of this integral is
B(v) = J P(8)cos 2mvd dd (7-31)

A complete Fourier transformation requires both real (cosine)
and imaginary (sine) components; we have presented only the
cosine part, which is sufficient for manipulating real and even
functions.

Optical Fourier transform spectroscopy consists of
recording P(8) as a function of 6 (Equation 7-30) and then
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mathematically transforming this relation to one that gives
B(v) as a function of v (the frequency spectrum) as shown by
Equation 7-31.

Equations 7-30 and 7-31 cannot be used as written because
they assume that the beam contains radiation from zero to
infinite wavenumbers and a mirror drive of infinite length.
Furthermore, Fourier transformations with a computer require
that the detector output be digitized; that is, the output must be
sampled periodically and stored in digital form. Equation 7-31,
however, demands that the sampling intervals dé be infinitely
small, that is, d — 0. From a practical standpoint, only a finite-
sized sampling interval can be summed over a finite retardation
range of a few centimeters. These constraints have the effect of
limiting the resolution of a Fourier transform instrument and
restricting its frequency range.

Resolution

The resolution of a Fourier transform spectrometer can be
described in terms of the difference in wavenumber between
two lines that can be just separated by the instrument. That is,

AV = v, — 7, (7-32)

where v, and v, are wavenumbers for a pair of barely resolvable
lines.

It is possible to show that to resolve two lines, the time-
domain signal must be scanned long enough so that one com-
plete cycle, or beat, for the two lines is completed; only then
will all of the information contained in the spectrum have been
recorded. For example, resolution of the two lines v, and v, in
Figure 7-44f requires recording the interferogram from the max-
imum A at zero retardation to the maximum B where the two
waves are again in phase. The maximum at B occurs, however,
when 6v is larger than 6v, by 1 in Equation 7-29. That is, when

S, — v, = 1

» QUESTIONS AND PROBLEMS

or

Substitution into Equation 7-32 gives the resolution

AV =7, — v, = (7-33)

1
)

This equation means that resolution in wavenumbers will
improve in proportion to the reciprocal of the distance that the
mirror travels.

EXAMPLE 7-4

What length of mirror drive will provide a resolution of
0.1cm™'?

»Solution
Substituting into Equation 7-33 gives
0.lcm™' = 1
' )
0 =10cm

The mirror motion required is one half the retardation, or
5cm.

Instruments

Details about modern Fourier transform optical spectrometers
are found in Section 16B-1. An integral part of these instruments
is a state-of-the-art computer for controlling data acquisition,
for storing data, for signal averaging, and for computing the
Fourier transforms.

*Answers are provided at the end of the book for problems marked with an asterisk.

Problems with this icon are best solved using spreadsheets.

7-1  Why must the slit width of a prism monochromator be varied to provide constant effective bandwidths but
a nearly constant slit width provides constant bandwidth with a grating monochromator?

7-2  Why do quantitative and qualitative analyses often require different monochromator slit widths?

*7-3
given by the relationship

The Wien displacement law states that the wavelength maximum in micrometers for blackbody radiation is

AT = 2.90 X 10°

where T'is the temperature in kelvins. Calculate the wavelength maximum for a blackbody that has been

heated to (a) 4500 K, (b) 2500 K, and (c) 1250 K.
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*7-4  Stefan’s law states that the total energy E, emitted by a blackbody per unit time and per unit area is given
by E, = aT*, where a has a value of 5.69 X 10 ® Wm 2 K™ * Calculate the total energy output in W/m? for
each of the blackbodies described in Problem 7-3.

*7-5  Relationships described in Problems 7-3 and 7-4 may be of help in solving the following.

(@) Calculate the wavelength of maximum emission of a tungsten filament bulb operated at the usual
temperature of 2870 K and at a temperature of 3750 K.

(b) Calculate the total energy output of the bulb in terms of W/cm®.
7-6  Describe the differences and similarities between spontaneous and stimulated emission.
7-7  Describe the advantage of a four-level laser system over a three-level type.
7-8  Define the term effective bandwidth of a filter.
1

*7-9  An interference filter is to be constructed for isolation of the nitrobenzene absorption band at 1537 cm™ .

() Ifitisto be based on first-order interference, what should be the thickness of the dielectric layer
(refractive index of 1.34)?

(b) What other wavelengths would be transmitted?

7-10 A 10.0-cm interference wedge is to be built that has a linear dispersion from 400 to 700 nm. Describe details
of its construction. Assume that a dielectric with a refractive index of 1.32 is to be used.

7-11 Why is glass better than fused silica as a prism construction material for a monochromator to be used in the
region of 400 to 800 nm?

*7-12 For a grating, how many lines per millimeter would be required for the first-order diffraction line for
A = 400 nm to be observed at a reflection angle of 7° when the angle of incidence is 45°?

*7-13 Consider an IR grating with 90.0 lines per millimeter and 15.0 mm of illuminated area. Calculate the
first-order resolution (A/AA) of this grating. How far apart (in cm™) must two lines centered at 1200 cm ™ be
if they are to be resolved?

7-14  For the grating in Problem 7-13, calculate the wavelengths of first- and second-order diffraction at reflective
angles of (a) 25° and (b) 0°. Assume the incident angle is 45°.

7-15 With the aid of Figures 7-2 and 7-3, suggest instrument components and materials for constructing an
instrument that would be well suited for

(a) the investigation of the fine structure of absorption bands in the region of 450 to 750 nm.
(b) obtaining absorption spectra in the far IR (20 to 50 um).

(c) aportable device for determining the iron content of natural water based on the absorption of
radiation by the red Fe(SCN)** complex.

(d) the routine determination of nitrobenzene in air samples based on its absorption peak at 11.8 pum.

(e) determining the wavelengths of flame emission lines for metallic elements in the region from 200 to
780 nm.

(f) spectroscopic studies in the vacuum UV region.
(g) spectroscopic studies in the near IR.
*7-16 What is the speed (f-number) of a lens with a diameter of 5.2 cm and a focal length of 15.6 cm?

7-17 Compare the light-gathering power of the lens described in Problem 7-16 with one that has a diameter of
36.6 cm and a focal length of 15.8 cm.
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» QUESTIONS AND PROBLEMS (continued)

*7-18

7-19

7-20
7-21
*7-22

*7-23

A monochromator has a focal length of 1.6 m and a collimating mirror with a diameter of 3.5 cm.
The dispersing device was a grating with 1500 lines/mm. For first-order diffraction,

(a) what is the resolving power of the monochromator if a collimated beam illuminated 3.2 cm of the
grating?

(b) what are the first- and second-order reciprocal linear dispersions of the monochromator?

A monochromator with a focal length of 0.75 m was equipped with an echellette grating with 3000 blazes
per millimeter.

(a) Calculate the reciprocal linear dispersion of the instrument for first-order spectra.

(b) If2.0 cm of the grating were illuminated, what is the first-order resolving power of the
monochromator?

(c) Atapproximately 400 nm, what minimum wavelength difference could in theory be completely
resolved by the instrument?

Describe the basis for radiation detection with a silicon photodiode transducer.
Distinguish among (a) a spectroscope, (b) a spectrograph, and (c) a spectrophotometer.

A Michelson interferometer had a mirror velocity of 2.75 cm/s. What would be the frequency of the
interferogram for (a) UV radiation of 350 nm, (b) visible radiation of 575 nm, (c) IR radiation of 5.5 um,
and (d) IR radiation of 25 pm?

What length of mirror drive in a Michelson interferometer is required to produce a resolution sufficient to
separate

(@) IR peaksat 600.7 and 600.4 cm™'?
(b) IR peaks at 3002.5 and 3008.6 cm™'?

Challenge Problem

7-24

The behavior of holographic filters and gratings is described by coupled wave theory.”* The Bragg
wavelength Ay for a holographic optical element is given by

A, = 2ndcos 6

where 7 is the refractive index of the grating material; d is the grating period, or spacing; and 6 is the angle
of incidence of the beam of radiation.

(@) Create a spreadsheet to calculate the Bragg wavelength for a holographic grating with a grating spacing
of 17.1 um and a refractive index of 1.53 at angles of incidence from 0 to 90°.

(b) At what angle is the Bragg wavelength 462 nm?
(c) The Bragg wavelength is sometimes called the “playback wavelength.” Why?
(d) What is the historical significance of the term “Bragg wavelength?”

(e) A tunable volume holographic filter has been developed for communications applications.” The filter
is said to be tunable over the wavelength range 2nd to 2dV n* — 1. If the filter has a Bragg wavelength
of 1550 nm and a grating spacing of 535 nm, calculate the angular tuning range of the filter.

(f) Find the Bragg wavelength for a grating with a spacing of 211.5 nm, assuming that the grating is made
of the same material. Find the wavelength range over which this grating may be tuned.

*H. Kogelnik, Bell Syst. Tech. J. 1969, 84, 2909-2947.
*E. Havermeyer et al., Optical Engineering, 2004, 43, 2017.
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(g) Discuss potential spectroscopic applications of tunable holographic filters.

(h) When a volume grating is created in a holographic film, the refractive index of the film material is
varied by an amount An, which is referred to as the refractive-index modulation. In the ideal case, this
quantity is given by

A

An = —
2t

where A is the wavelength of the laser forming the interference pattern, and ¢ is the thickness of the film.
Calculate the refractive-index modulation in a film 38 pum thick with a laser wavelength of 633 nm.
(i) For real gratings, the refractive-index modulation is

Asin™'VD,

at

An =

where D, is the grating efficiency. Derive an expression for the ideal grating efficiency, and determine
its value.

(j) Calculate the efficiency for a grating 7.5 pm thick if its refractive-index modulation is 0.030 at a
wavelength of 633 nm.

(k) Holographic films for fabricating filters and gratings are available commercially, but they can be made
in the laboratory using common chemicals. Use a search engine to find a recipe for dichromated
gelatin for holographic films. Describe the fabrication of the films, the chemistry of the process, and
how the films are recorded.



chapterEIGHT

An Introduction to Optical
Atomic Spectrometry

n this chapter, we first present a basic discussion

of the sources and properties of optical atomic

spectra. We then list methods used for producing
atoms from samples for elemental analysis. Finally, we
describe in some detail the various techniques used
for introducing samples into the devices that are used
for optical absorption, emission, and fluorescence
spectrometry as well as atomic mass spectrometry.
Chapter 9 is devoted to atomic absorption methods,
the most widely used of all the atomic spectrometric
techniques. Chapter 10 deals with several types of
atomic emission techniques. Brief chapters on atomic
mass spectrometry and atomic X-ray methods follow
this discussion.

Throughout this chapter, this logo indicates

an opportunity for online self-study at
www.tinyurl.com/skoogpia7, linking you to
interactive tutorials, simulations, and exercises.

196

Three major types of spectrometric methods are used to identify
the elements present in samples of matter and determine their
concentrations: (1) optical spectrometry, (2) mass spectrometry,
and (3) X-ray spectrometry. In optical spectrometry, discussed
in this chapter, the elements present in a sample are converted
to gaseous atoms or elementary ions by a process called atom-
ization. The ultraviolet-visible absorption, emission, or fluores-
cence of the atomic species in the vapor is then measured. In
atomic mass spectrometry (Chapter 11), samples are also atom-
ized, but in this case, the gaseous atoms are converted to positive
ions (usually singly charged) and separated according to their
mass-to-charge ratios. The separated ions are then counted to
provide quantitative data. In X-ray spectrometry (Chapter 12),
atomization is not required because X-ray spectra for most ele-
ments are largely independent of their chemical composition
in a sample. Quantitative results can therefore be based on the
direct measurement of the fluorescence, absorption, or emission
spectrum of the sample.

8A OPTICAL ATOMIC SPECTRA

In this section, we briefly consider the basis of optical atomic
spectrometry and some of the important characteristics of
optical spectra.

8A-1 Energy Level Diagrams

The processes underlying atomic spectroscopic methods can
be understood by considering energy level diagrams for the
outer electrons of the elements being detected. The diagram for
sodium shown in Figure 8-1a is typical. Notice that the energy
scale is linear in units of electron volts (eV), with the 3s orbital
assigned a value of zero. The scale extends to about 5.14 eV, the
energy required to remove the single 3s electron to produce a
sodium ion, the ionization energy.

Horizontal lines on the diagram indicate the energies of
several atomic orbitals. Note that the p orbitals are split into two
levels that differ only slightly in energy. The classical view ratio-
nalizes this difference by invoking the idea that an electron spins
on an axis and that the direction of the spin may be in either the
same direction as its orbital motion or the opposite direction.
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FIGURE 8-1 Energy level diagrams for (a) atomic sodium and (b) magnesium ion. Note the similarity
in pattern of lines shown in blue but not in actual wavelengths (A).

Both the spin and the orbital motions create magnetic fields as
a result of the rotation of the charge on the electron. The two
fields interact in an attractive sense if these two motions are in
the opposite direction; the fields repel one another when the
motions are parallel. As a result, the energy of an electron whose
spin opposes its orbital motion is slightly smaller than that of an
electron with spin parallel to its orbital motion. There are sim-
ilar differences in the d and f orbitals, but their magnitudes are
usually so small that they are undetectable; thus, only a single
energy level is shown for d orbitals in Figure 8-1a.

The splitting of higher energy p, d, and f orbitals into
two states is characteristic of all species containing a single
outer-shell electron. Thus, the energy level diagram for Mg,
shown in Figure 8-1b, has much the same general appearance
as that for the uncharged sodium atom. The same is true of the
diagrams for AI*" and the remainder of the alkali-metal atoms.
Even though all these species are isoelectronic, the energy differ-
ences between the 3p and 3s states are different in each case as a
result of the different nuclear charges. For example, this differ-
ence is about twice as great for Mg™ as for Na.

By comparing Figure 8-1b with Figure 8-2, we see that the
energy levels, and thus the spectrum, of an ion is significantly
different from that of its parent atom. For atomic magnesium,
with two 1s electrons, there are excited singlet and triplet states
with different energies. In the excited singlet state, the spins of
the two electrons are opposed and said to be paired; in the triplet

states, the spins are unpaired (parallel) (Section 15A-1). Using
arrows to indicate the direction of spin, the ground state and the
two excited states can be represented as in Figure 8-3. As is true
of molecules, the triplet excited state is lower in energy than the
corresponding singlet state.

The p, d, and f orbitals of the triplet state of magnesium
ion are split into three levels that differ slightly in energy. We
rationalize these splittings by taking into account the interac-
tion between the fields associated with the spins of the two outer
electrons and the net field resulting from the orbital motions of
all the electrons. In the singlet state, the two spins are paired and
their respective magnetic effects cancel; thus, no energy split-
ting is observed. In the triplet state, however, the two spins are
unpaired (that is, their spin moments are in the same direction).
The effect of the orbital magnetic moment on the magnetic field
of the combined spins produces a splitting of the p level into a
triplet. This behavior is characteristic of all of the alkaline-earth
atoms as well as BY, Si**, and others.

As the number of electrons outside the closed shell becomes
larger, the energy level diagrams become increasingly complex.
With three outer electrons, a splitting of energy levels into two
and four states occurs; with four outer electrons, there are sin-
glet, triplet, and quintet states.

Simulation: Learn more about atomic spectra at

——=— www.tinyurl.com/skoogpia7
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FIGURE 8-2 Energy level diagram for atomic magnesium. The width of the lines between
states indicates the relative line intensities. Note that a singlet-to-triplet transition is
considerably less probable than a singlet-to-singlet transition. Wavelengths are presented in

angstroms.

3p

3p

3s 3s
Singlet ground state

Singlet excited state

3s
Triplet excited state

FIGURE 8-3 Spin orientations in singlet ground and excited states and triplet excited state.

Although correlating atomic spectra with energy level dia-
grams for elements such as sodium and magnesium is relatively
straightforward and amenable to theoretical interpretation, this
is not true for the heavier elements, particularly the transition
metals. These species have a larger number of closely spaced
energy levels, and as a result, the number of absorption or emis-
sion lines can be enormous. For example, a survey' of lines
observed in the spectra of neutral and singly ionized atoms for

Y. Ralchenko, A. E. Kramida, and J. Reader, Developers, NIST Atomic Spectra
Database, Version 5, updated 2012, www.nist.gov/pml/data/asd.cfm. Note in
spsectroscopic designation, neutral atom lines are denoted by a Roman numeral
I, singly charged ions by II, etc. The Roman numeral is therefore the ioniza-
tion state plus one. The neutral tantalum atom is Ta(I). http://physics.nist.gov/
PhysRefData/ASD/index.html.

a variety of elements in the range 300-700 nm (3000-7000 A)
reveals the following numbers of lines. For the alkali met-
als, this number is 106 for lithium, 170 for sodium, 124 for
potassium, and 294 for rubidium; for the alkaline earths, mag-
nesium has 147, calcium 182, and barium 201. Chromium, iron,
and scandium with 792, 2340, and 1472 lines, respectively, are
typical of transition metals. Although fewer lines are excited in
lower-temperature atomizers, such as flames, the flame spectra
of the transition metals are still considerably more complex than
the spectra of species with low atomic numbers.

Note that radiation-producing transitions shown in Figures
8-1 and 8-2 are observed only between certain of the energy
states. For example, transitions from 5s or 4s to 3s states do
not occur, nor do transitions among p states or d states. Such
transitions are said to be “forbidden,” and quantum mechanical
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FIGURE 8-4 Atomic emission spectra of sodium. (a) Low-resolution spectrum showing
unresolved sodium doublet at 589.0 and 589.6 nm. (b) Medium-resolution spectrum
showing doublet partially resolved. (c) High-resolution spectrum showing nearly
complete resolution. [(a) Modified from C. T. J. Alkemade and R. Herrmann, Fundamentals
of Flame Spectroscopy, New York: Wiley, 1979; (b) and (c) adapted from B. Kasalica, et al.,
J. Anal. At. Spectrom., 2013, 28, 92, D0I:10.1039/c2ja30239j. With permission.]

selection rules permit prediction of which transitions are likely
to occur and which are not. These rules are outside the scope of
this book.”

Atomic Emission Spectra

At room temperature, essentially all of the atoms of a sample
of matter are in the ground state. For example, the single outer
electron of a sodium atom occupies the 3s orbital under these
circumstances. Excitation of this electron to higher orbitals can
be brought about by the heat of a flame, a plasma, or an electric
arc or spark. The lifetime of the excited atom is brief, however,
and its return to the ground state results in photon emission.
The vertical lines in Figure 8-1a indicate some of the common
electronic transitions that follow excitation of sodium atoms;
the wavelength of the resulting radiation is also shown. The
two lines at 589.0 and 589.6 nm (5890 and 5896 A) are the most
intense and are responsible for the yellow color that appears
when sodium salts are introduced into a flame.

?J. D. Ingle Jr. and S. R. Crouch, Spectrochemical Analysis, pp. 205-207, Upper
Saddle River, NJ: Prentice-Hall, 1988.

Figure 8-4a shows a portion of an experimental emission
spectrum for sodium. Excitation in this case resulted from
spraying an aqueous solution containing sodium chloride into
an oxyhydrogen flame. The large peak corresponds to the 3p to
3s transitions at 589.0 and 589.6 nm (5890 and 5896 A) shown
in Figure 8-1a. The resolving power of the monochromator used
was insufficient to separate the peaks. Figures 8-4b and ¢ show
medium and high-resolution scans of the sodium doublet with
modern high-resolution monochromators. Figure 8-4c exhibits
almost complete resolution of the doublet. The two lines of the
sodium doublet are resonance lines, which result from transi-
tions between an excited electronic state and the ground state.
As shown in Figure 8-1, other resonance lines occur at 330.2
and 330.3 nm (3302 and 3303 A) as well as at 285.30 and 285.28
(2853.0 and 2852.8 A).

Atomic Absorption Spectra

In a hot gaseous medium, sodium atoms are capable of absorb-
ing radiation of wavelengths characteristic of electronic tran-
sitions from the 3s state to higher excited states. For example,
sharp absorption lines at 589.0, 589.6, 330.2, and 330.3 nm
(5890, 5896, 3302, and 3303 A) appear in the spectrum.
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We see in Figure 8-1a that each adjacent pair of these peaks cor-
responds to transitions from the 3s level to the 3p and the 4p lev-
els, respectively. The nonresonance absorption due to the 3p to
5s transition is so weak that it usually goes undetected because
the number of sodium atoms in the 3p state is very small at the
temperature of a flame. Thus, typically, an atomic absorption
spectrum consists predominantly of resonance lines, which are
the result of transitions from the ground state to upper levels.

Atomic Fluorescence Spectra

Atoms or ions in a flame fluoresce when they are irradiated with
an intense source containing wavelengths that are absorbed by
the element. The fluorescence spectrum is most conveniently
measured at 90° to the light path. The observed radiation is
quite often the result of resonance fluorescence resulting from
absorption of radiation by ground-state atoms and emission by
excited-state atoms returning to the ground state. For example,
when magnesium atoms are exposed to an ultraviolet source,
radiation of 285.2 nm (2852 A) is absorbed as electrons are pro-
moted from the 3s to the 3p level (see Figure 8-2); the resonance
fluorescence emitted at this same wavelength may then be used
for analysis. In contrast, when sodium atoms absorb radiation of
wavelength 330.3 nm (3303 A), electrons are promoted to the 4p
state (see Figure 8-1a). A radiationless transition to the two 3p
states takes place more rapidly than the fluorescence-producing
transition to the ground state. As a result, the observed fluores-
cence occurs at 589.0 and 589.6 nm (5890 and 5896 A).

Figure 8-5 illustrates yet a third mechanism for atomic fluo-
rescence that occurs when thallium atoms are excited in a flame.
Some of the atoms return to the ground state in two steps: a fluo-
rescence emission step producing a line at 535.0 nm (5350 A)
and a radiationless deactivation to the ground state that quickly
follows. Resonance fluorescence at 377.6 nm (3776 A) also
occurs.

8A-2 Atomic Line Widths

The widths of atomic lines are quite important in atomic spec-
troscopy. For example, narrow lines are highly desirable for both
absorption and emission spectra because they reduce the pos-
sibility of interference due to overlapping lines. Furthermore,
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FIGURE 8-5 Energy level diagram for thallium showing the source
of two fluorescence lines.

as will be shown later, line widths are extremely important in
the design of instruments for atomic emission spectroscopy.
For these reasons, we now consider some of the variables that
influence the width of atomic spectral lines.

As shown in Figure 8-6, atomic absorption and emission
lines are generally found to be made up of a symmetric distribu-
tion of wavelengths that centers on a mean wavelength A, which
is the wavelength of maximum absorption or maximum inten-
sity for emitted radiation. The energy associated with A, is equal
to the exact energy difference between the two quantum states
responsible for absorption or emission.

Energy level diagrams, such as that shown in Figure 8-1a,
suggest that an atomic line contains only a single-wavelength
Ao—that is, because a line results from a transition of an elec-
tron between two discrete, single-valued energy states, the line
width should be zero. Several phenomena, however, cause line
broadening so that all atomic lines have finite widths, as shown
in Figure 8-6. Note that the line width or effective line width AA,,
of an atomic absorption or emission line is defined as its width
in wavelength units when measured at one half the maximum
signal. This point is chosen because the measurement can be
made more accurately at half-peak intensity than at the base.

There are four sources of line broadening: (1) the uncer-
tainty effect, (2) the Doppler effect, (3) pressure effects due to
collisions between atoms of the same kind and with foreign
atoms, and (4) electric and magnetic field effects. We consider
only the first three of these phenomena here. The magnetic
field effect is discussed in Section 9C-1 in connection with the
Zeeman effect.

Line Broadening from the Uncertainty Effect

Spectral lines always have finite widths because the lifetimes of the
upper and lower states of the transition are finite, which leads to
uncertainties in the energies of the states and to line broadening
(see Section 6C-7). In other words, the breadth of an atomic line
resulting from a transition between two states would approach zero
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FIGURE 8-6 Profile of an atomic line showing definition of the
effective line width AA,,.



only if the lifetimes of two states approached infinity. Although the
lifetime of a ground-state electron is long, the lifetimes of excited
states are generally short, typically 107 to 107 s. Example 8-1 illus-
trates how we can estimate the width of an atomic emission line
from its mean lifetime and the uncertainty principle.

EXAMPLE 8-1

The mean lifetime of the excited state produced by irradi-
ating mercury vapor with a pulse of 253.7 nm radiation is
2 X 107 % s, Calculate the approximate value for the width of
the fluorescence line produced in this way.

DSolution
According to the uncertainty principle (Equation 6-25),

AvAt =1

Substituting 2 X 10~% s for At and rearranging gives the
uncertainty Av in the frequency of the emitted radiation.

Av =1/(2 X 1078 =5 x 107s"!

To evaluate the relationship between this uncertainty in fre-
quency and the uncertainty in wavelength units, we write
Equation 6-2 in the form

v=c\!
Differentiating with respect to frequency gives
dv = —cA™%dA

By rearranging and letting Av approximate dv and AA,),
approximate dA, we find

AAv

[AA | =

(253.7 X 1072 m)*(5 X 107 s })
3 X 108m/s

1.1 X 107 ¥ m
1.1 X 10 ¥m X 10°A/m =1 X 10 %A

Line widths due to uncertainty broadening are sometimes
called natural line widths and are generally about 107> nm
(10* A), as shown in Example 8-1.

Doppler Broadening

The wavelength of radiation emitted or absorbed by a rapidly
moving atom decreases if the motion is toward a transducer
and increases if the atom is receding from the transducer (see
Figure 8-7). This phenomenon is known as the Doppler shift
and is observed not only with electromagnetic radiation but

Simulation: Learn more about line broadening at
www.tinyurl.com/skoogpia7
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FIGURE 8-7 Cause of Doppler broadening. (a) When an atom moves
toward a photon detector and emits radiation, the detector sees
wave crests more often and detects radiation of higher frequency.
(b) When an atom moves away from a photon detector and emits
radiation, the detector sees crests less frequently and detects
radiation of lower frequency. The result in an energetic medium is a
statistical distribution of frequencies and thus a broadening of the
spectral lines.

also sound waves. For example, the Doppler shift occurs when
an automobile blows its horn while it passes a pedestrian. As the
auto approaches the observer, the horn emits each successive
sound vibration from a distance that is increasingly closer to the
observer. Thus, each sound wave reaches the pedestrian slightly
sooner than would be expected if the auto were standing still.
The result is a higher frequency, or pitch, for the horn. When
the auto is even with the observer, the waves come directly to
the ear of the observer along a line perpendicular to the path
of the auto, so there is no shift in the frequency. When the car
recedes from the pedestrian, each wave leaves the source at a
distance that is larger than that for the previous wave; as a result,
the frequency is smaller, and this results in a lower pitch.

The magnitude of the Doppler shift increases with the
velocity at which the emitting or absorbing species approaches
or recedes from the observer. For relatively low velocities, the
relationship between the Doppler shift AX and the velocity v of
an approaching or receding atom is

AL _ v
Ao c
where A, is the wavelength of an unshifted line of a sample of
an element at rest relative to the transducer, and c is the velocity

of light.
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In a collection of atoms in a hot environment, such as
a flame or plasma, atomic motion occurs in every direction.
Individual atoms exhibit a Maxwell-Boltzmann velocity dis-
tribution, in which the average velocity of a particular atomic
species increases as the square root of the absolute temperature.
The Doppler shifts of such an ensemble result in broadening
of the spectral lines.” The maximum Doppler shifts occur for
atoms moving with the highest velocities either directly toward
or away from the transducer. No shift is associated with atoms
moving perpendicular to the path to the transducer. Interme-
diate shifts occur for the remaining atoms, and these shifts are
a function of their speed and direction. Thus, the transducer
encounters an approximately symmetrical distribution of wave-
lengths. In flames and plasmas, Doppler broadening causes
spectral lines to be about two orders of magnitude wider than
the natural line width.

Pressure Broadening

Pressure, or collisional, broadening is caused by collisions of
the emitting or absorbing species with other atoms or ions in
the heated medium. These collisions produce small changes in
energy levels and hence a range of absorbed or emitted wave-
lengths. In a flame, the collisions are largely between the analyte
atoms and the various combustion products of the fuel. These
collisions produce broadening that is two or three orders of
magnitude greater than the natural line widths. Broadening in
the hollow cathode lamps and discharge lamps used as sources
in atomic absorption spectroscopy results mainly from collisions
between the emitting atoms and other atoms of the same kind.
In high-pressure mercury and xenon lamps, pressure broaden-
ing of this type is so extensive that continuum radiation is pro-
duced throughout the ultraviolet and visible region.

8A-3 The Effect of Temperature
on Atomic Spectra

Temperature has a profound effect on the ratio between the
number of excited and unexcited atomic particles in an atom-
izer. We calculate the magnitude of this effect from the Boltz-
mann equation, which takes the form

N g —E,
j j j
— = —exp| — 8-1

v 5D
Here, N; and N, are the number of atoms in an excited state
and the ground state, respectively, k is Boltzmann’s constant

(1.38 X 107*J/K), T is the absolute temperature, and E;is the
energy difference between the excited state and the ground state.

Simulation: Learn more about Doppler effect at
== www.tinyurl.com/skoogpia7

*For a quantitative treatment of Doppler broadening and pressure broadening,
see J. D. Ingle Jr. and S. R. Crouch, Spectrochemical Analysis, pp. 210-212, Upper
Saddle River, NJ: Prentice-Hall, 1988.

The quantities g; and g, are statistical factors called statistical
weights determined by the number of states having equal energy
at each quantum level. Example 8-2 illustrates a calculation of
Nj/N,.

EXAMPLE 8-2

Calculate the ratio of sodium atoms in the 3p excited states to
the number in the ground state at 2500 and 2600 K.

)Solution

We calculate E; in Equation 8-1 by using an average wave-
length of 589.3 nm (5893 A) for the two sodium emission
lines corresponding to the 3p — 3s transitions. We compute
the energy in joules using the constants found inside the front
cover.

E=hv =h~
A

2.998 X 10 m s~

= 6.6261 X 10 *Js X —
589.3 nm X 10~ ° mi/nm

=337 X 10 ]

The statistical weights for the 3s and 3p quantum states are 2
and 6, respectively, so

g 6
Z-==3
g 2

Substituting into Equation 8-1 yields

N
— 3exp<
Ny

—337 X107 Y] )
1.38 X 1072 JK= X 2500 K

3X5.725X107° =172 X 10°*

Replacing 2500 with 2600 in the previous equations yields

N;
— =250 X 10*
Ny

Example 8-2 demonstrates that a temperature fluctuation of
only 100 K results in a 45% increase in the number of excited
sodium atoms. A corresponding increase in emitted power by
the two lines would result. Thus, an analytical method based on
the measurement of atomic emission requires close control of
atomization temperature.

Absorption and fluorescence methods are theoretically
less dependent on temperature because both measurements are
made on initially unexcited atoms rather than thermally excited
ones. In the example just considered, only about 0.017% of the
sodium atoms were thermally excited at 2500 K. Emission mea-
surements are made on this tiny fraction of the analyte. On the
other hand, absorption and fluorescence measurements use the
99.98% of the analyte present as unexcited sodium atoms to
produce the analytical signals. Note also that although a 100-K
temperature change causes a 45% increase in excited atoms, the
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FIGURE 8-8 Molecular flame emission and flame absorption spectra for CaOH. Atomic
emission wavelength of barium is also indicated. (Adapted from L. Capacho-Delgado
and S. Sprague, Atomic Absorption Newsletter, 1965, 4, 363. Courtesy of Perkin-Elmer

Corporation, Norwalk, CT.)

corresponding relative change in fraction of unexcited atoms is
negligible.

Temperature fluctuations actually do exert an indirect
influence on atomic absorption and fluorescence measurements
in several ways. An increase in temperature usually increases the
efficiency of the atomization process and hence increases the
total number of atoms in the vapor. In addition, line broadening
and a decrease in peak height occur because the atomic parti-
cles travel at greater rates, which enhances the Doppler effect.
Finally, temperature variations influence the degree of ionization
of the analyte and thus the concentration of nonionized analyte
on which the analysis is usually based (see page 223). Because
of these effects, reasonable control of the flame temperature
is also required for quantitative absorption and fluorescence
measurements.

The large ratio of unexcited to excited atoms in atomiza-
tion media leads to another interesting comparison of the three
atomic methods. Because atomic absorption and atomic fluo-
rescence measurements are made on a much larger population
of atoms, these two procedures might be expected to be more
sensitive than the emission procedure. This apparent advantage
is offset in the absorption method, however, because an absor-
bance measurement calculates a ratio (A = log Py/P). When P
and P, are nearly equal, we expect larger relative errors in the
ratio. Therefore, emission and absorption procedures tend to be
complementary in sensitivity, one technique being advantageous
for one group of elements and the other for a different group.
Based on active atom population, atomic fluorescence methods
should be the most sensitive of the three, at least in principle.

8A-4 Band and Continuum Spectra
Associated with Atomic Spectra

Generally, when atomic line spectra are generated, both band
and continuum radiation are produced as well. For example,
Figure 6-19 (page 136) shows the presence of both molecular
bands and a continuum, the latter resulting from the thermal
radiation from hot particulate matter in the atomization
medium. As we show later, plasmas, arcs, and sparks also pro-
duce both bands and continuum radiation.

Band spectra often appear while determining elements by
atomic absorption and emission spectrometry. For example,
when solutions of calcium ion are atomized in a low-temperature
flame, molecular absorption and emission bands for CaOH
appear in the region of 554 nm (see Figure 8-8). In this case, the
band can be used for the determination of calcium. More often,
however, molecular bands and continuum radiation are a poten-
tial source of interference that must be minimized by proper
choice of wavelength, by background correction, or by a change
in atomization conditions. Figure 8-8 shows that determination
of barium at the Ba resonance line wavelength would show sig-
nificant interference from CaOH emission in flame emission or
CaOH absorption in atomic absorption spectrometry.

8B  ATOMIZATION METHODS

To obtain both atomic optical and atomic mass spectra, the
constituents of a sample must be converted to gaseous atoms or
ions, which can then be determined by emission, absorption,
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TABLE 8-1 Types of Atomizers
Used for Atomic Spectroscopy

Typical Atomization
Type of Atomizer Temperature, °C
Flame 1700-3150
Electrothermal vaporization 1200-3000
(ETV)
Inductively coupled argon 4000-6000
plasma (ICP)
Direct current argon plasma 4000-6000
(DCP)
Microwave-induced argon 2000-3000
plasma (MIP)
Laser-induced plasma 8000-15,000
Glow-discharge (GD) plasma Nonthermal
Electric arc 4000-5000
Electric spark 40,000 (?)

fluorescence, or mass spectral measurements. The precision and
accuracy of atomic spectrometric methods depend critically on
the atomization step and the method of introduction of the sam-
ple into the atomization region. The common types of atomizers
are listed in Table 8-1. We describe several of these devices in
detail in Chapters 9, 10, and 11.

8C  SAMPLE-INTRODUCTION METHODS

Sample introduction has been called the Achilles’ heel of
atomic spectroscopy because in many cases this step limits
the accuracy, the precision, and the detection limits of atomic
spectrometric measurements.” The primary purpose of the
sample-introduction system in atomic spectrometry is to trans-
fer a reproducible and representative portion of a sample into
one of the atomizers listed in Table 8-1 with high efficiency and
with no adverse interference effects. Whether it is possible to
accomplish this goal easily very much depends on the physical
and chemical state of the analyte and the sample matrix. For
solid samples of refractory materials, sample introduction is

Tutorial: Learn more about sample introduction at

www.tinyurl.com/skoogpia7

usually a major problem; for solutions and gaseous samples, the
introduction step is often trivial. For this reason, most atomic
spectroscopic studies are performed on solutions.

For the first five atomization sources listed in Table 8-1,
samples are usually introduced in the form of aqueous solutions
(occasionally, nonaqueous solutions are used) or less often as
slurries (a slurry is a suspension of a finely divided powder in a
liquid). For samples that are difficult to dissolve, however, several
methods have been used to introduce samples into the atomizer
in the form of solids or finely dispersed powders. Generally, solid
sample-introduction techniques are less reproducible and more
subject to various errors and as a result are not nearly as widely
applied as aqueous solution techniques. Table 8-2 lists the com-
mon sample-introduction methods for atomic spectroscopy and
the type of samples to which each method is applicable.

8C-1 Introduction of Solution Samples
Atomization devices fall into two classes: continuous atomizers
and discrete atomizers. With continuous atomizers, such as plas-
mas and flames, samples are introduced in a steady manner. With
discrete atomizers, samples are introduced in a discontinuous
manner with a device such as a syringe or an autosampler. The
most common discrete atomizer is the electrothermal atomizer.

The general methods for introducing solution samples into
plasmas and flames’ are illustrated in Figure 8-9. Direct nebuli-
zation is most often used. In this case, the nebulizer constantly
introduces the sample in the form of a fine spray of droplets,
called an aerosol. Continuous sample introduction into a flame
or plasma produces a steady-state population of atoms, mole-
cules, and ions. When flow injection or liquid chromatography

TABLE 8-2 Methods of Sample Introduction
in Atomic Spectroscopy

Method Type of Sample

Pneumatic nebulization Solution or slurry
Ultrasonic nebulization Solution
Electrothermal vaporization  Solid, liquid, or solution

Solution of certain
elements

Hydride generation

Direct insertion Solid, powder

Laser ablation Solid, metal

Spark or arc ablation Conducting solid

Glow-discharge sputtering Conducting solid

‘R. F. Browner and A. W. Boorn, Anal. Chem., 1984, 56, 786A, DOI: 10.1021/
ac00271a718, 875A, DOI: 10.1021/ac00271a799; Sample Introduction in Atomic
Spectroscopy, J. Sneddon, ed., New York: Elsevier, 1990; J. Todoli and J. Mermet,
Liquid Sample Introduction in ICP Spectrometry: A Pracical Guide, Amsterdam:
Elsevier, 2008.

*For an excellent discussion of liquid introduction methods, see A. Montaser,
Inductively Coupled Mass Spectrometry, Chaps. 3 & 5, Hoboken, NJ: Wiley, 1998;
A. G. T. Gustavsson, in Inductively Coupled Plasmas in Analytical Atomic Spec-
trometry, 2nd ed., A. Montaser and D. W. Golightly, eds., Chap. 15. New York:
Wiley-VCH, 1992.
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FIGURE 8-9 Continuous sample-introduction methods. Samples
are frequently introduced into plasmas or flames by means

of a nebulizer, which produces a mist or spray. Samples can

be introduced directly to the nebulizer or by means of flow
injection analysis (FIA; Chapter 33) or high-performance liquid
chromatography (HPLC; Chapter 28). In some cases, samples are
separately converted to a vapor by a vapor generator, such as a
hydride generator or an electrothermal vaporizer.

is used, a time-varying plug of sample is nebulized, producing a
time-dependent vapor population. The complex processes that
must occur to produce free atoms or elementary ions are illus-
trated in Figure 8-10.

Nebulization Desolvation

Solution > f{,'o:g >
sample
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Discrete solution samples are introduced by transferring an
aliquot of the sample to the atomizer. The vapor cloud produced
with electrothermal atomizers is transient because of the limited
amount of sample available. Solid samples can be introduced
into plasmas by vaporizing them with an electric spark or with a
laser beam. Solutions are generally introduced into the atomizer
by one of the first three methods listed in Table 8-2.

Pneumatic Nebulizers

The most common kind of nebulizer is the concentric tube
pneumatic type, shown in Figure 8-11a, in which the liquid
sample is drawn through a capillary tube by a high-pressure
stream of gas flowing around the tip of the tube (the Bernoulli
effect). This process of liquid transport is called aspiration. The
high-velocity gas breaks up the liquid into droplets of various
sizes, which are then carried into the atomizer. Cross-flow nebu-
lizers, in which the high-pressure gas flows across a capillary tip
at right angles, are illustrated in Figure 8-11b. Figure 8-11cis a
schematic of a fritted-disk nebulizer in which the sample solu-
tion is pumped onto a fritted surface through which a carrier
gas flows. This type of nebulizer produces a much finer aerosol
than do the first two. Figure 8-11d shows a Babington nebulizer,
which consists of a hollow sphere in which a high-pressure gas
is pumped through a small orifice in the sphere’s surface. The
expanding jet of gas nebulizes the liquid sample flowing in a thin
film over the surface of the sphere. This type of nebulizer is less
subject to clogging than other devices, and it is therefore useful
for samples that have a high salt content or for slurries with a
significant particulate content.

Ultrasonic Nebulizers

Several instrument manufacturers also offer ultrasonic nebuliz-
ers in which the sample is pumped onto the surface of a piezo-
electric crystal that vibrates at a frequency of 20 kHz to several
megahertz. Ultrasonic nebulizers produce more dense and more
homogeneous aerosols than pneumatic nebulizers do. These
devices have low efficiencies with viscous solutions and solu-
tions containing particulates, however.

Volatilization

Free /

atoms

>

Dry
aerosol

FIGURE 8-10 Processes leading to atoms, molecules, and ions with continuous sample
introduction into a plasma or flame. The solution sample is converted into a spray by the
nebulizer. The high temperature of the flame or plasma causes the solvent to evaporate,
leaving dry aerosol particles. Further heating volatilizes the particles, producing atomic,
molecular, and ionic species. These species are often in equilibrium, at least in localized

regions.
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FIGURE 8-11 Types of pneumatic nebulizers: (a) concentric tube,
(b) cross-flow, (c) fritted disk, (d) Babington.

Electrothermal Vaporizers

An electrothermal vaporizer (ETV) is an evaporator located in a
chamber through which an inert gas such as argon flows to carry
the vaporized sample into the atomizer. A small liquid or solid
sample is placed on a conductor, such as a carbon tube or tantalum
filament. An electric current then evaporates the sample rapidly
and completely into the argon flow. In contrast to the nebulizer
arrangements we have just considered, an electrothermal atomi-
zation system produces a discrete signal rather than a continu-
ous one. That is, the signal from the atomized sample increases
to a maximum and then decreases to zero as the sample is swept
through the observation region or dissipates by diffusion. Peak
heights or areas then provide the desired quantitative information.

Hydride Generation Techniques

Hydride generation techniques® provide a method for introducing
samples containing arsenic, antimony, tin, selenium, bismuth,
and lead into an atomizer as a gas. Such a procedure enhances
the detection limits for these elements by a factor of 10 to 100.
Because several of these species are highly toxic, determining
them at low concentration levels is quite important. This toxicity

°For a detailed discussion of these methods, see T. Nakahara, in Sample Introduc-
tion in Atomic Spectroscopy, J. Sneddon, ed., Chap. 10, New York: Elsevier, 1990;
J. Didina and D. L. Tsalev, Hydride Generation Atomic Absorption Spectrometry,
Chichester, England: Wiley, 1995; for a review of vapor generation techniques, see
R. A. Gil, P. H. Pacheco, S. Cerutti, and L. D. Martinez, Anal. Chim. Acta, 2015,
875,7, DOI: 10.1016/j.aca.2014.12.040.

also dictates that gases from atomization must be disposed of in a
safe and efficient manner.

Volatile hydrides can usually be generated by adding an
acidified aqueous solution of the sample to a small volume of a
1% aqueous solution of sodium borohydride contained in a glass
vessel. A typical reaction is

3BH, (aq) + 3H"(aq) + 4H;As0;(aq) —
3H;BO5(aq) + 4AsH,(g) + 3H,0(])

The volatile hydride—in this case, arsine (AsH,)—is swept
into the atomization chamber by an inert gas. The chamber is
usually a silica tube heated to several hundred degrees in a tube
furnace or in a flame where decomposition of the hydride takes
place, leading to formation of atoms of the analyte. The concen-
tration of the analyte is then measured by absorption or emis-
sion. The signal has a peak shape similar to that obtained with
electrothermal atomization.

8C-2 Introduction of Solid Samples

The introduction of solids” in the form of powders, metals, or
particulates into plasma and flame atomizers has the advantage
of avoiding the often tedious and time-consuming step of sam-
ple decomposition and dissolution. Such procedures, however,
often suffer from severe difficulties with calibration, sample
conditioning, precision, and accuracy.

Several techniques have been used for the direct introduc-
tion of solids into atomizers. These techniques include (1) direct
manual insertion of the solid into the atomization device,
(2) electrothermal vaporization of the sample and transfer of
the vapor into the atomization region, (3) arc, spark, or laser
ablation of the solid to produce a vapor that is then swept into
the atomizer, (4) slurry nebulization in which the finely divided
solid sample is carried into the atomizer as an aerosol consisting
of a suspension of the solid in a liquid medium, and (5) sputter-
ing in a glow-discharge device. None of these procedures yields
results as satisfactory as those obtained by introducing sample
solutions by nebulization. Most of these techniques lead to a dis-
crete analytical signal rather than a continuous one.

Direct Sample Insertion

In the direct sample-insertion technique, the sample is phys-
ically placed in the atomizer. For solids, the sample may be
ground into a powder, which is then placed on or in a probe that
is inserted directly into the atomizer. With electric arc and spark
atomizers, metal samples are frequently introduced as one or
both electrodes that are used to form the arc or spark.

’For a description of solid-introduction techniques, see C. M. McLeod,
M. W. Routh, and M. W. Tikkanen, in Inductively Coupled Plasmas in Analytical
Atomic Spectrometry, 2nd ed., A. Montaser and D. W. Golightly, eds., Chap. 16,
New York: Wiley-VCH, 1992.



Electrothermal Vaporizers
Electrothermal vaporizers, which were described briefly in the
previous section, are also used for various types of solid samples.
The sample is heated conductively on or in a graphite or tanta-
lum rod or boat. The vaporized sample is then carried into the
atomizer by an inert carrier gas.

Arc and Spark Ablation

Electrical discharges of various types are often used to intro-
duce solid samples into atomizers. The discharge interacts with
the surface of a solid sample and creates a plume of a particulate
and vaporized sample. The vaporization of a solid by interaction
with an electrical discharge or laser beam is called ablation. The
vaporized sample is then transported into the atomizer by the
flow of an inert gas.

For arc or spark ablation to be successful, the sample must
be electrically conducting or it must be mixed with a conductor.
Ablation is normally carried out in an inert atmosphere such as
an argon gas stream. Depending on the nature of the sample, the
resulting analytical signal may be discrete or continuous. Several
instrument manufacturers market accessories for electric arc
and spark ablation and sample transport.

Note that arcs and sparks also atomize samples and excite
the resulting atoms to generate emission spectra that are useful
for analysis. A spark also produces a significant number of ions
that can be separated and analyzed by mass spectrometry (see
Section 11D).

Laser Ablation

Laser ablation is a versatile method of introducing solid samples
into atomizers. This method is similar to arc and spark abla-
tion; a sufficiently energetic focused laser beam, typically from
a Nd-YAG or an excimer laser, impinges on the surface of the
solid sample, where ablation takes place to convert the sample
into a plume of vapor and particulate matter that is then swept
into the atomizer.

Laser ablation is applicable to both conducting and non-
conducting solids, inorganic and organic samples, and powder
and metallic materials. In addition to bulk analysis, a focused
laser beam permits analysis of small areas on the surface of sol-
ids. Several instrument makers offer laser samplers.

The Glow-Discharge Technique

A glow-discharge (GD)® device is a versatile source that per-
forms both sample introduction and sample atomization
simultaneously (see Figure 8-12). A glow discharge takes place

8See Glow Discharge Optical Emission Spectrometry, R. Payling, D. Jones, and
A. Bengston, eds., Chichester, England: Wiley, 1997; Glow Discharge Plasmas in
Analytical Spectroscopy, R. K. Marcus and J. A. C. Broekhaert, eds., Chichester:
Wiley, 2003.
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FIGURE 8-12 A glow-discharge atomizer. (From D. S. Gough,

P. Hannaford, and R. M. Lowe, Anal. Chem., 1989, 61, 1652,
DOI: 10.1021/ac00190a013. Copyright 1989 American Chemical
Society.)

in a low-pressure atmosphere (1 to 10 torr) of argon gas between
a pair of electrodes maintained at a dc voltage of 250 to 1000 V.
The applied voltage causes the argon gas to break down into
positively charged argon ions and electrons. The electric field
accelerates the argon ions to the cathode surface that contains
the sample. Neutral sample atoms are then ejected by a process
called sputtering. The rate of sputtering may be as high as
100 pg/min.

The atomic vapor produced in a glow discharge con-
sists of a mixture of atoms and ions that can be determined
by atomic absorption or fluorescence or by mass spectrom-
etry. In addition, a fraction of the atomized species present
in the vapor is in an excited state. When the excited species
relax to their ground states, they produce a low-intensity
glow (thus, the name) that can be used for optical emission
measurements.

The most important applications of the glow-discharge
atomizer have been to the analysis of metals and other conduct-
ing samples, although with modification, the device has also
been used with liquid samples and nonconducting materials by
mixing them with a conductor such as graphite or pure copper
powders. A recent advance has been the use of glow-discharge
emission spectroscopy for surface imaging and elemental map-
ping applications.’

Glow-discharge sources of various kinds are available from
several instrument manufacturers.

°See, G. Gamez, M. Voronov, S. J. Ray, V. Hoffman, G. M. Hieftje, and J. Michler,
Spectrochim. Acta B, 2012, 70, 1, DOI: 10.1016/j.sab.2012.04.007; M. Voronov,
etal, J. Anal. At. Spec., 2012, 27,419, DOI: 10.1039/c2ja10325g.
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» QUESTIONS AND PROBLEMS

*Answers are provided at the end of the book for problems marked with an asterisk.

Problems with this icon are best solved using spreadsheets.

8-1

8-2
8-3
8-4

8-5

8-6

8-7

*8-8

*8-9

8-10

8-11

Why is the CaOH spectrum in Figure 8-8 so much broader than the sodium emission line shown in
Figure 8-4?

What is resonance fluorescence?
Under what conditions can a Stokes shift (see Section 6C-6) occur in atomic spectroscopy?

What determines natural line widths for atomic emission and absorption lines? About how broad are these
widths, typically?

In a hot flame, the emission intensities of the sodium lines at 589.0 and 589.6 nm are greater in a sample
solution that contains KCI than when this compound is absent. Suggest an explanation.

The intensity of a line for atomic Li is much lower in a natural gas flame, which operates at 1800°C, than in a
hydrogen-oxygen flame, whose temperature is 2700°C. Explain.

Name a continuous type and a discrete type of atomizer that are used in atomic spectrometry. How do the
output signals from a spectrometer differ for each?

The Doppler effect is one of the sources of the line broadening in atomic absorption spectroscopy. Atoms
moving toward the light source encounter higher-frequency radiation than atoms moving away from the
source. The difference in wavelength A\ experienced by an atom moving at speed v (compared to one at
rest) is AA/A = v/c, where c is the velocity of light. Estimate the line width (in nanometers) of the lithium
line at 670.776 (6707.76 A) when the absorbing atoms are at a temperature of (a) 2000 K and (b) 3120 K.
The average speed of an atom is given by v = V8kT/mm, where k is Boltzmann’s constant, T is the absolute
temperature, and m is its mass.

For Na atoms and Mg" ions, compare the ratios of the number of atoms or ions in the 3p excited state to the
number in the ground state in

(@) anatural gas—air flame (1800 K).
(b) ahydrogen-oxygen flame (2950 K).
(c) aninductively coupled plasma source (7250 K).

In high-temperature sources, sodium atoms emit a doublet with an average wavelength of 1139 nm. The
transition responsible is from the 4s to 3p state. Set up a spreadsheet to calculate the ratio of the number
of excited atoms in the 4s state to the number in the ground 3s state over the temperature range from an
acetylene-oxygen flame (3000°C) to the hottest part of an inductively coupled plasma source (8750°C).

In the concentration range of 500 to 2000 ppm of U, there is a linear relationship between absorbance at
351.5 nm and concentration. At lower concentrations the relationship is nonlinear unless about 2000 ppm of
an alkali metal salt is introduced into the sample. Explain.

Challenge Problem

8-12

In a study of line broadening mechanisms in low-pressure laser-induced plasmas, Gornushkina et al."”

present the following expression for the half width for Doppler broadening AAp, of an atomic line.

8kT In2

A/\D(T) = )\0 W

'L, B. Gornushkin, L. A. King, B. W. Smith, N. Omenetto, and J. D. Winefordner, Spectrochim. Acta B, 1999, 54, 1207, DOI: 10.1016/
S0584-8547(99)00064-6.
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where A, is the wavelength at the center of the emission line, k is Boltzmann’s constant, T is the absolute
temperature, # is the atomic mass, and c is the velocity of light. Ingle and Crouch!" present a similar
equation in terms of frequencies.

2(In 2)kT} WE

Avp =2

c

where Avy, is the Doppler half width and v, is the frequency at the line maximum.
(@) Show that the two expressions are equivalent.

(b) Calculate the half width in nanometers for Doppler broadening of the 4s — 4p transition for atomic
nickel at 361.939 nm (3619.39 A) at a temperature of 20,000 K in both wavelength and frequency units.

(c) Estimate the natural line width for the transition in (b) assuming that the lifetime of the excited state
is5 X 10" °%s.

(d) The expression for the Doppler shift given in the chapter and in Problem 8-8 is an approximation that
works at relatively low speeds. The relativistic expression for the Doppler shift is

A1

A c— v

-1

ctv

Show that the relativistic expression is consistent with the equation given in the chapter for low atomic
speeds.

(e) Calculate the speed that an iron atom undergoing the 4s — 4p transition at 385.9911 nm (3859.911 A)
would have if the resulting line appeared at the rest wavelength for the same transition in nickel.

(f) Compute the fraction of a sample of iron atoms at 10,000 K that would have the velocity calculated
in (e).

(g) Create a spreadsheet to calculate the Doppler half width AAp, in nanometers for the nickel and iron
lines cited in (b) and (e) from 3000-10,000 K.

(h) Consult the paper by Gornushkin et al. (note 10) and list the four sources of pressure broadening that
they describe. Explain in detail how two of these sources originate in sample atoms.

"]. D. Ingle Jr. and S. R. Crouch, Spectrochemical Analysis, p. 212, Upper Saddle River, NJ: Prentice Hall, 1988.
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Atomic Absorption and Atomic
Fluorescence Spectrometry

n this chapter we consider two types of

optical atomic spectrometric methods that

use similar techniques for sample introduction
and atomization. The first is atomic absorption
spectrometry (AAS), which for half a century
has been the most widely used method for the
determination of single elements in analytical
samples. The second is atomic fluorescence
spectrometry (AFS), which since the mid-1960s
has been studied extensively. By contrast to the
absorption method, atomic fluorescence has not

gained widespread general use for routine elemental

analysis. Thus, although several instrument makers
have in recent years begun to offer special-purpose

atomic fluorescence spectrometers, the vast majority

of instruments are still of the atomic absorption

type. Because of this difference in usage, we devote

the bulk of this chapter to AAS and confine our
description of AFS to a brief section at the end.

Throughout this chapter, this logo indicates

an opportunity for online self-study at
www.tinyurl.com/skoogpia7, linking you to
interactive tutorials, simulations, and exercises.
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Prior to discussing AAS' in detail, we first present an overview
of the types of atomizers used in both AAS and AFS.

9A SAMPLE ATOMIZATION TECHNIQUES

We first describe the two most common methods of sample
atomization encountered in AAS and AFS, flame atomization,
and electrothermal atomization. We then turn to three special-
ized atomization procedures used in both types of spectrometry.

9A-1 Flame Atomization

In a flame atomizer, a solution of the sample is nebulized by a
flow of gaseous oxidant, mixed with a gaseous fuel, and carried
into a flame where atomization occurs. As shown in Figure 9-1, a
complex set of interconnected processes then occur in the flame.
The first step is desolvation, in which the solvent evaporates to
produce a finely divided solid molecular aerosol. The aerosol is
then volatilized to form gaseous molecules. Dissociation of most
of these molecules produces an atomic gas. Some of the atoms in
the gas ionize to form cations and electrons. Other molecules and
atoms are produced in the flame as a result of interactions of the
fuel with the oxidant and with the various species in the sample.
As indicated in Figure 9-1, a fraction of the molecules, atoms,
and ions are also excited by the heat of the flame to yield atomic,
ionic, and molecular emission spectra. With so many complex
processes occurring, it is not surprising that atomization is the
most critical step in flame spectroscopy and the one that limits
the precision of such methods. Because of the critical nature of
the atomization step, it is important to understand the character-
istics of flames and the variables that affect these characteristics.

'General references on atomic absorption spectrometry include L. H. J. Lajunen
and P. Peramaki, Spectrochemical Analysis by Atomic Absorption and Emission,
2nd ed., Cambridge: Royal Society of Chemistry, 2004; J. A. C. Broekaert,
Analytical Atomic Spectrometry with Flames and Plasmas, Weinheim, Germany:
Wiley-VCH, 2002; B. Magyar, Guide-Lines to Planning Atomic Spectrometric
Analysis, New York: Elsevier, 1982; J. D. Ingle Jr. and S. R. Crouch, Spectrochem-
ical Analysis, Chap. 10, Englewood Cliffs, NJ: Prentice Hall, 1988; B. Weiz and
M. Sperling, Atomic Absorption Spectrometry, 3rd ed., New York: VCH Publishers,
1999; N. H. Bings, A. Bogaerts, and J. A. C. Broekaert, Anal. Chem., 2013, 85, 670,
DOI: 10.1021/ac3031459.
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FIGURE 9-1 Processes occurring during atomization.

Types of Flames

Table 9-1 lists the common fuels and oxidants used in flame
spectroscopy and the approximate range of temperatures real-
ized with each of these mixtures. Note that temperatures of
1700°C to 2400°C occur with the various fuels when air is the

TABLE 9-1 Properties of Flames

Maximum
Burning
Temperature, Velocity,
°C cms™!
Natural gas Air 1700-1900 39-43
Natural gas Oxygen 2700-2800 370-390
Hydrogen Air 2000-2100 300-440
Hydrogen Oxygen 2550-2700 900-1400
Acetylene Air 2100-2400 158-266
Acetylene Oxygen 3050-3150 1100-2480
Acetylene Nitrous 2600-2800 ~285
oxide
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FIGURE 9-2 Regions in a flame.

oxidant. At these temperatures, only easily decomposed samples
are atomized, so oxygen or nitrous oxide must be used as the
oxidant for more difficult to atomize samples (refractory sam-
ples). These oxidants produce temperatures of 2500°C to 3100°C
with the common fuels.

The burning velocities listed in the fourth column of Table
9-1 are important because flames are stable only in certain
ranges of gas flow rates. If the gas flow rate does not exceed the
burning velocity, the flame propagates back into the burner, giv-
ing flashback. As the flow rate increases, the flame rises until it
reaches a point above the burner where the flow velocity and the
burning velocity are equal. This region is where the flame is sta-
ble. At higher flow rates, the flame rises and eventually reaches a
point where it blows off the burner. With these facts in mind, it
is easy to see why it is very important to control the flow rate of
the fuel-oxidant mixture. This flow rate very much depends on
the type of fuel and oxidant being used.

Flame Structure

As shown in Figure 9-2, important regions of a flame include the
primary combustion zone, the interzonal region, and the second-
ary combustion zone. The appearance and relative size of these
regions vary considerably with the fuel-to-oxidant ratio, the type
of fuel and oxidant, and the type of burner. The primary combus-
tion zone in a hydrocarbon flame is recognizable by its blue lumi-
nescence arising from the band emission of C,, CH, and other
radicals. Thermal equilibrium is usually not achieved in this
region, and it is, therefore, rarely used for flame spectroscopy.

The interzonal area, which is relatively narrow in stoichio-
metric hydrocarbon flames, may reach several centimeters in
height in fuel-rich acetylene-oxygen or acetylene-nitrous oxide
sources. Because free atoms are prevalent in the interzonal region,
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it is the most widely used part of the flame for spectroscopy. In
the secondary reaction zone, the products of the inner core are
converted to stable molecular oxides that are then dispersed into
the surroundings.

A flame profile provides useful information about the pro-
cesses that go on in different parts of a flame; it is a contour plot
that reveals regions of the flame that have similar values for a
variable of interest. Some of these variables include temperature,
chemical composition, absorbance, and radiant or fluorescence
intensity.

Temperature Profiles. Figure 9-3 shows a temperature profile
of a typical flame for atomic spectroscopy. The maximum
temperature is located in the flame about 2.5 cm above the
primary combustion zone. It is important—particularly for
emission methods (Section 10C-1)—to focus the same part of
the flame on the entrance slit for all calibrations and analytical
measurements.

Flame Absorption Profiles. Figure 9-4 shows typical absorp-
tion profiles for three elements. Magnesium exhibits a maxi-
mum in absorbance at about the middle of the flame because
of two opposing effects. The initial increase in absorbance as
the distance from the base increases results from an increased
number of magnesium atoms produced by the longer exposure
to the heat of the flame. As the secondary combustion zone is
approached, however, appreciable oxidation of the magnesium
begins. This process eventually leads to a decrease in absor-
bance because the oxide particles formed do not absorb at
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FIGURE 9-3 Temperature profiles in degrees Celsius for a natural
gas-air flame. (From B. Lewis and G. van Elbe, J. Chem. Phys., 1943,
11, 94, DOI: 10.1063/1.1723808. With permission.)
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FIGURE 9-4 Flame absorption profiles for three elements.

the observation wavelength. To achieve maximum analytical
sensitivity, then, the flame must be adjusted up and down with
respect to the beam until the region of maximum absorbance is
located.

The behavior of silver, which is not easily oxidized, is quite
different. As shown in Figure 9-4, a continuous increase in the
number of atoms, and thus the absorbance, is observed from
the base to the periphery of the flame. By contrast, chromium,
which forms very stable oxides, shows a continuous decrease
in absorbance beginning close to the burner tip; this observa-
tion suggests that oxide formation predominates from the start.
These findings suggest that a different portion of the flame
should be used for the determination of each of these elements.
The more sophisticated instruments for flame spectroscopy are
equipped with monochromators that sample the radiation from
a relatively small region of the flame, and so a critical step in the
optimization of signal output is the adjustment of the position of
the flame with respect to the entrance slit.

Flame Atomizers

Flame atomizers are used for atomic absorption, fluorescence,
and emission spectroscopy (see Chapter 10 for flame emission
spectroscopy). Figure 9-5 is a diagram of a typical commercial
laminar-flow burner that uses a concentric-tube nebulizer, sim-
ilar to that shown in Figure 8-11a. The aerosol, formed by the
flow of oxidant, is mixed with fuel and passes a series of baffles
that remove all but the finest solution droplets. The baffles cause
most of the sample to collect in the bottom of the mixing cham-
ber where it drains to a waste container. The aerosol, oxidant,
and fuel are then burned in a slotted burner to provide a 5- to
10-cm high flame.

Laminar-flow burners produce a relatively quiet flame and
a long path length for maximizing absorption. These proper-
ties tend to enhance sensitivity and reproducibility in AAS. The
mixing chamber in this type of burner contains a potentially
explosive mixture that can flash back if the flow rates are too low.
Note that the laminar-flow burner in Figure 9-5 is equipped with
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FIGURE 9-5 A laminar-flow burner. (Courtesy of Perkin-Elmer Corporation,

Norwalk, CT.)

pressure relief vents for this reason. Other types of laminar-flow
burners and turbulent-flow burners are available for atomic
emission spectrometry and AFS.

Fuel and Oxidant Regulators. An important variable that
requires close control in flame spectroscopy is the flow rate of
both oxidant and fuel. It is desirable to be able to vary each over
a broad range so that optimal atomization conditions can be
determined experimentally. Fuel and oxidant are usually com-
bined in approximately stoichiometric amounts. For the deter-
mination of metals that form stable oxides, however, a flame
that contains an excess of fuel is often desirable. Flow rates are
usually controlled by means of double-diaphragm pressure reg-
ulators followed by needle valves in the instrument housing. A
widely used device for measuring flow rates is the rotameter,
which consists of a tapered, graduated, transparent tube that is
mounted vertically with the smaller end down. A lightweight
conical or spherical float is lifted by the gas flow; its vertical
position is determined by the flow rate. Newer AAS instruments
feature computer control over fuel and oxidant flows and flame
ignition. In addition, computer control enables many safety fea-
tures to be implemented such as not allowing ignition under
many unsafe conditions.

Performance Characteristics of Flame Atomizers. Flame
atomization is the most reproducible of all liquid-sample-
introduction methods that have been developed for AAS to date.
The sampling efficiency of other atomization methods and thus
the sensitivity, however, are markedly better than in flame atom-
ization. There are two primary reasons for the lower sampling
efficiency of the flame. First, a large portion of the sample flows

down the drain. Second, the residence time of individual atoms
in the optical path in the flame is brief (~107™*s).

9A-2 Electrothermal Atomization
Electrothermal atomizers, which first appeared on the market in
the early 1970s, generally provide enhanced sensitivity because
the entire sample is atomized in a short period, and the average
residence time of the atoms in the optical path is a second or
more.” Electrothermal atomizers are used for atomic absorption
and atomic fluorescence measurements but have not been gener-
ally applied for direct production of emission spectra. They are
also used for vaporizing samples in inductively coupled plasma
emission spectroscopy, however.

In electrothermal atomizers, a few microliters of sample is
first evaporated at a low temperature and then ashed at a some-
what higher temperature in an electrically heated graphite tube
similar to the one in Figure 9-6 or in a graphite cup. After ash-
ing, the current is rapidly increased to several hundred amperes,
which causes the temperature to rise to 2000°C to 3000°C; atom-
ization of the sample occurs in a period of a few milliseconds to
seconds. The absorption of the atomic vapor is then measured in
the region immediately above the heated surface.

’For detailed discussions of electrothermal atomizers, see K. W. Jackson,
Electrothermal Atomization for Analytical Atomic Spectrometry, New York: Wiley,
1999. For recent developments, see N. H. Bings, A. Bogaerts, J. A. C. Broekaert,
Anal. Chem., 2013, 85, 670, DOI: 10.1021/ac3031459; Anal. Chem., 2010, 82,
4653, DOI: 10.1021/ac1010469; E. H. Evans, J. Pisonero, C. M. M. Smith, R. N.
Taylor, J. Anal. At. Spectrom., 2015, 30, 779, DOI: 10.1039/c5ja90017d; J. Anal. At.
Spectrom., 2014, 29, 773, DOI: 10.1039/c4ja90019g.
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FIGURE 9-6 (a) Cross-sectional view of a graphite furnace with
integrated L'vov platform. (b) Longitudinal configuration of the
graphite furnace. Note the temperature profile shown in blue

along the path of the furnace. In the longitudinal configuration,
the temperature varies continuously along the path, reaching a
maximum at the center. (c) Transverse configuration of the furnace.
The temperature profile is relatively constant along the path.
(Courtesy of Perkin-Elmer Life and Analytical Sciences, Shelton, CT.)

Electrothermal Atomizers

Figure 9-6a is a cross-sectional view of a commercial electro-
thermal atomizer. In this device, atomization occurs in a cylin-
drical graphite tube that is open at both ends and that has a
central hole for introduction of sample by means of a micropi-
pette. The tube is about 5 cm long and has an internal diameter
of somewhat less than 1 cm. The interchangeable graphite tube
fits snugly into a pair of cylindrical graphite electrical contacts
located at the two ends of the tube. These contacts are held in
a water-cooled metal housing. Two inert gas streams are pro-
vided. The external stream prevents outside air from entering
and incinerating the tube. The internal stream flows into the two
ends of the tube and out the central sample port. This stream not
only excludes air but also serves to carry away vapors generated
from the sample matrix during the first two heating stages.

Figure 9-6a illustrates the so-called Lvov platform, which
is often used in graphite furnaces. The platform is also made of
graphite and is located beneath the sample entrance port. The
sample is evaporated and ashed on this platform. When the
tube temperature is increased rapidly, however, atomization is
delayed because the sample is no longer directly on the furnace
wall. As a result, atomization occurs in an environment in which

the temperature is not changing so rapidly, which improves the
reproducibility of analytical signals.

Figure 9-6b and ¢ shows the two ways of heating the graph-
ite furnace while it is held in the optical path. Traditionally, the
furnace was heated in the longitudinal mode illustrated in Fig-
ure 9-6b, which provides a continuously varying temperature
profile as shown in the figure. The transverse mode, shown in
Figure 9-6c¢, gives a uniform temperature profile along the entire
length of the tube. This arrangement provides optimum con-
ditions for the formation of free atoms throughout the tube.
Recombination of atoms to molecules, atom loss, and condensa-
tion on the cooler tube ends exhibited in the longitudinal mode
are thus minimized in the transverse heating mode.

Experiments show that reducing the natural porosity of the
graphite tube minimizes some sample matrix effects and poor
reproducibility associated with graphite furnace atomization.
During atomization, part of the analyte and matrix apparently
diffuse into the surface of the tube, which slows the atomiza-
tion process, thus giving smaller analyte signals. To overcome
this effect, most graphite surfaces are coated with a thin layer
of pyrolytic carbon, which seals the pores of the graphite tube.
Pyrolytic graphite is a type of graphite that is deposited layer
by layer from a highly homogeneous environment. It is formed
by passing a mixture of an inert gas and a hydrocarbon such
as methane through the tube while it is held at an elevated
temperature.

In addition to graphite furnaces, several other electrother-
mal devices have been proposed and tested. Coils and loops
made from platinum and tungsten have been the subject of
several studies. The tungsten coil atomizer is perhaps the most
successful of these and has the advantages of low power and
simplicity.” Enclosed furnaces made from tungsten have also
been studied.

Output Signal

At a wavelength at which absorption occurs, the transducer
output rises to a maximum after a few seconds of ignition
followed by a rapid decay back to zero as the atomization
products escape into the surroundings. The change is rapid
enough (often <1 s) to require a moderately fast data-acquisition
system. Quantitative determinations are usually based on peak
height, although peak area is also used.

Figure 9-7 shows typical output signals from an atomic
absorption spectrophotometer equipped with an electrother-
mal atomizer. The series of four peaks on the right show the
absorbance at the wavelength of a lead peak as a function of
time when a 2-pL sample of canned orange juice was atomized.
During drying and ashing, three peaks appear that are probably
due to molecular evaporation products and particulate ignition
products. The three peaks on the left are for lead standards used

’S. N. Hanna and B. T. Jones, Appl. Spectrosc. Rev., 2011, 46, 624,
DOI: 10.1080/05704928.2011.582659.
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FIGURE 9-7 Typical output for the determination of lead from

a spectrophotometer equipped with an electrothermal atomizer.
The sample was 2 pl of canned orange juice. The times for drying
and ashing are 20 and 60 s, respectively. (Courtesy of Agilent
Technologies, Inc., Santa Clara, CA.)

for calibration. The sample peak on the far right indicates a lead
concentration of about 0.05 ug/mL of juice.

Performance Characteristics

of Electrothermal Atomizers

Electrothermal atomizers offer the advantage of unusually
high sensitivity for small volumes of sample. Typically, sample
volumes between 0.5 and 10 pL are used; under these circum-
stances, absolute detection limits typically lie in the range of
10" % to 107" g of analyte.

The relative precision of electrothermal methods is gen-
erally in the range of 5% to 10% compared with the 1% or
better that can be expected for flame or plasma atomization.
Furthermore, because of the heating-cooling cycles, furnace
methods are slow—typically requiring several minutes per ele-
ment. A final disadvantage is that the analytical range is rela-
tively narrow, usually less than two orders of magnitude. As
a result, electrothermal atomization is the method of choice
only when flame or plasma atomization provides inadequate
detection limits.

Analysis of Solids with Electrothermal Atomizers

In most methods based on electrothermal atomizers, samples
are introduced as solutions. Several reports, however, have
described the use of this type of atomizer for the direct analysis
of solid samples. One way of performing such measurements is
to weigh the finely ground sample into a graphite boat and insert
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the boat into the furnace manually. A second way is to prepare
a slurry of the powdered sample by ultrasonic agitation in an
aqueous medium. The slurry is then pipetted into the furnace
for atomization.

9A-3 Specialized Atomization Techniques

By far, the most common sample-introduction and atomization
techniques for atomic absorption analyses are flames or electro-
thermal vaporizers. Several other atomization methods are used
occasionally, however. Three of these are described briefly in this
section.

Glow-Discharge Atomization

As described in Section 8C-2, a glow-discharge device produces
an atomized vapor that can be swept into a cell for absorption
measurements. Figure 9-8a shows a glow-discharge cell that can
be used as an accessory to most flame atomic absorption spec-
trometers. It consists of a cylindrical cell about 17 cm long with
a circular hole about 2 cm in diameter cut near the middle of the
cylinder. An O-ring surrounds the hole. The sample is pressed
against this hole with a torque screw so that it seals the tube. Six
fine streams of argon gas from tiny nozzles arranged in a circu-
lar pattern above the sample impinge on the sample surface in
a hexagonal pattern. The argon is ionized by a current between
an anode supporting the nozzles and the sample, which acts as
a cathode. As a result of sputtering, six craters quickly form on
the sample surface as shown in Figure 9-8b. The sputtered atoms

0.01 atmos. B

Sample IT‘ |
Air Vacuum
system

# &)
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FIGURE 9-8 (a) Cross section of a cell for glow-discharge
atomization of solid samples. (b) Craters formed on sample surface
by six jets of ionized argon. (Teledyne Leeman Labs, Hudson, NH.)
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FIGURE 9-9 A hydride generation and atomization system for AAS.

are drawn by a vacuum to the axis of the cell where they absorb
radiation from the spectrometer source.*

For this technique to be applicable, the sample must be
an electrical conductor or must be made into a pellet with a
powdered conductor such as finely ground graphite or copper.
Solution samples have also been analyzed by deposition on a
graphite, aluminum, or copper cathode. Detection limits with
this type of device are reported to be in the low parts-per-million
range for solid samples.”

Glow-discharge devices find many additional applications
in atomic emission spectrometry (Chapter 10) and in atomic
mass spectrometry (Chapter 11).

Hydride Atomization

In Section 8C-1, we considered methods for introducing solu-
tion samples by hydride generation. Atomization of the hydrides
requires only that they be heated in a quartz tube, as shown in
Figure 9-9.

Cold-Vapor Atomization

The cold-vapor technique is an atomization method appli-
cable only to the determination of mercury because it is the
only metallic element that has an appreciable vapor pressure at
ambient temperature.® The determination of mercury in var-
ious types of samples is of vital importance currently because

“See E. H. Piepmeier in Glow Discharge Spectroscopies, pp. 69-71, R. K. Marcus,
ed., New York: Plenum Press, 1993.

*For a review of pulsed glow-discharge spectroscopy, see W. W. Harrison, C. Yang,
and E. Oxley, Anal. Chem., 2001, 73, 480A, DOI: 10.1021/ac012502g.

%See L. H. J. Lajunen and P. Peramaki, Spectrochemical Analysis by Atomic
Absorption and Emission, 2nd ed., p. 63, Cambridge: Royal Society of Chemistry,
2004.

of the toxicity of organic mercury compounds and their wide-
spread distribution in the environment.” One popular method
for this determination is cold vaporization followed by atomic
absorption spectrophotometry. To perform a determination of
this type, mercury is converted to Hg?* by treatment of samples
with an oxidizing mixture of nitric and sulfuric acids, followed
by reduction of the Hg”" to the metal with SnCl,. The elemental
mercury is then swept into a long-pass absorption tube similar
to the one shown in Figure 9-9 by bubbling a stream of inert gas
through the reaction mixture.® The determination is completed
by measuring the absorbance at 253.7 nm. Detection limits in
the parts-per-billion range are achieved. Several manufacturers
offer automatic instruments for performing this determination.

9B ATOMIC ABSORPTION
INSTRUMENTATION

Instruments for AAS are similar in general design to that shown
in Figure 7-1a and consist of a radiation source, a sample holder,
a wavelength selector, a detector, and a signal processor and
readout.’ The sample holder in atomic absorption instruments
is the atomizer cell that contains the gaseous atomized sample.

9B-1 Radiation Sources

Atomic absorption methods are potentially highly specific
because atomic absorption lines are remarkably narrow (0.002
to 0.005 nm) and because electronic transition energies are
unique for each element. On the other hand, narrow line widths
create a problem that does not normally occur in molecular
absorption spectroscopy. In Section 13B-2, we show that a lin-
ear relationship between the analytical signal (absorbance) and
concentration—that is, for Beer’s law as given by Equation 6-34
to be obeyed—requires a narrow source bandwidth relative
to the width of an absorption line or band. Even good-quality
monochromators, however, have effective bandwidths signifi-
cantly greater than the width of atomic absorption lines. As a
result, nonlinear calibration curves are inevitable when atomic
absorbance measurements are made with an ordinary spec-
trophotometer equipped with a continuum radiation source.
Furthermore, the slopes of calibration curves obtained in these
experiments are small because only a small fraction of the radi-
ation from the monochromator slit is absorbed by the sample;
the result is poor sensitivity. In recent years, the development

’See, for example, D. A. Skoog, D. M. West, E ]. Holler, and S. R. Crouch, Fun-
damentals of Analytical Chemistry, 9th ed., pp. 797-798, Belmont, CA: Brooks/
Cole, 2014.

8For a discussion of the importance of determining mercury in the environment,
refer to the Instrumental Analysis in Action feature at the end of Section 2.

“Reference books on atomic absorption spectroscopy include L. H. J. Lajunen and
P. Peramaki, Spectrochemical Analysis by Atomic Absorption and Emission, 2nd
ed., Cambridge, UK: Royal Society of Chemistry, 2004; B. Welz and M. Sperling,
Atomic Absorption Spectrometry, 3rd ed., New York: VCH, 1999.



of high-resolution (R > 10°) continuum-source spectrome-
ters based on the double echelle monochromator coupled with
array detection has clouded this issue, and such instruments are
beginning to compete with traditional spectrometers equipped
with line sources.'

The problem created by the limited width of atomic
absorption lines has been solved by the use of line sources with
bandwidths even narrower than the absorption line width. For
example, to use the 422.7-nm line of calcium as the basis for
determining the element, a calcium emission line at this same
wavelength is isolated to serve as the source. In this instance, a
calcium vapor lamp in which calcium atoms are excited by an
electrical discharge may be used to produce the line. The other
calcium lines emitted from the source are removed with filters
or with a relatively inexpensive monochromator. Operating
conditions for the source are chosen such that Doppler
broadening of the emitted lines is less than the broadening of the
absorption line that occurs in the flame or other atomizer. That
is, the source temperature and pressure are kept below that of the
atomizer. Figure 9-10 illustrates the principle of this procedure.
Figure 9-10a shows the emission spectrum of a typical atomic
lamp source, which consists of four narrow lines. With a suit-
able filter or monochromator, all but one of these lines are
removed. Figure 9-10b shows the absorption spectrum for the
analyte between wavelengths A, and A,. Note that the bandwidth
is significantly greater than that of the emission line. As shown
in Figure 9-10c, passage of the line from the source through the
flame reduces its intensity from P, to P; the absorbance is then
given by log(P,/P), which is linearly related to the concentration
of the analyte in the sample.

A disadvantage of the procedure just described is that a
separate source lamp is needed for each element (or sometimes
group of elements).

Hollow-Cathode Lamps

The most common source for atomic absorption measure-
ments is the hollow-cathode lamp, such as the one shown in
Figure 9-11." This type of lamp consists of a tungsten anode and
a cylindrical cathode sealed in a glass tube filled with neon or
argon at a pressure of 1 to 5 torr. The cathode is constructed of
the metal whose spectrum is desired or serves to support a layer
of that metal.

Ionization of the inert gas occurs when a potential
difference on the order of 300 V is applied across the electrodes,
which generates a current of about 5 to 15 mA as ions and elec-
trons migrate to the electrodes. If the voltage is sufficiently large,
the gaseous cations acquire enough kinetic energy to dislodge
some of the metal atoms from the cathode surface and produce

'9B. Welz, H. Becker-Ross, S. Florek, and U. Heitmann, High-Resolution
Continuum Source AAS, Hoboken, NJ: Wiley-VCH, 2005.

!See S. Caroli, Improved Hollow Cathode Lamps for Atomic Spectroscopy, New
York: Wiley, 1985.
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FIGURE 9-11 Schematic cross section of a hollow-cathode lamp.

an atomic cloud in a process called sputtering. A portion of the
sputtered metal atoms are in excited states and thus emit their
characteristic radiation as they return to the ground state.
Eventually, the metal atoms diffuse back to the cathode surface
or to the glass walls of the tube and are redeposited.

The cylindrical configuration of the cathode tends to
concentrate the radiation in a limited region of the metal tube;
this design also enhances the probability that redeposition will
occur at the cathode rather than on the glass walls.
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The efficiency of the hollow-cathode lamp depends on its
geometry and the operating voltage. High voltages, and thus
high currents, lead to greater intensities. This advantage is offset
somewhat by an increase in Doppler broadening of the emis-
sion lines from the lamp. Furthermore, the greater currents pro-
duce an increased number of unexcited atoms in the cloud. The
unexcited atoms, in turn, are capable of absorbing the radiation
emitted by the excited ones. This self-absorption leads to lowered
intensities, particularly at the center of the emission band.

Hollow-cathode lamps can also be used as sources in AFS,
as discussed in Section 9E-1. In this application, the lamps are
pulsed with a duty cycle of 1% to 10% and a peak current of 0.1
to 1 A, which increases their peak radiance by a factor of 10 to
100 relative to the steady-state radiance of dc operation.'?

Many different hollow-cathode lamps are available com-
mercially. The cathodes of some consist of a mixture of several
metals. These multi-element lamps permit the determination of
more than a single element.

Electrodeless Discharge Lamps

Electrodeless discharge lamps (EDLs) are useful sources of
atomic line spectra and provide radiant intensities usually one
to two orders of magnitude greater than hollow-cathode lamps."?
A typical lamp is constructed from a sealed quartz tube contain-
ing a few torr of an inert gas such as argon and a small quan-
tity of the metal (or its salt) whose spectrum is of interest. The
lamp contains no electrode but instead is energized by an intense
field of radio-frequency or microwave radiation. Ionization of
the argon occurs to give ions that are accelerated by the high-
frequency component of the field until they gain sufficient energy
to excite the atoms of the metal whose spectrum is sought.

EDLs are available commercially for fifteen or more ele-
ments. Because of their high radiant intensities, EDLs were
initially investigated as sources for AFS. Although the high
intensities of EDLs are not needed for most AAS applications,
for some elements, such as Se, As, and Sb, EDLs exhibit better
detection limits than do hollow-cathode lamps. This occurs
because hollow-cathode lamps for these elements are of low
intensity or low stability, and thus EDLs provide better sensi-
tivity and precision. Figure 9-12 is a schematic of a commercial
EDL, which is powered by a 27-MHz radio-frequency source.

Source Modulation

In the typical atomic absorption instrument, it is necessary
to eliminate interferences caused by emission of radiation by
the flame. The emitted radiation at wavelengths outside of
the monochromator bandpass is, of course, removed by the
monochromator. However, emitted radiation corresponding in

. D. Ingle Jr. and S. R. Crouch, Spectrochemical Analysis, p. 310, Englewood
Cliffs, NJ: Prentice Hall, 1988.

L. H. J. Lahunen and P. Peramki, Spectrochemical Analysis by Atomic Absorption
and Emission, 2nd ed., pp. 43-44, Cambridge: Royal Society of Chemistry, 2004.
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FIGURE 9-12 Cutaway of an EDL. (Courtesy of Perkin-Elmer Corp,
Norwalk, CT. With permission.)

wavelength to the monochromator setting is inevitably present
in the flame because of excitation and emission of analyte
atoms and flame gas species. To eliminate the effects of flame
emission, it is necessary to modulate the output of the source
so that its intensity fluctuates at a constant frequency. The
detector then receives two types of signal, an alternating one
from the source and a continuous one from the flame. These
signals are converted to the corresponding types of electri-
cal response. A simple high-pass RC filter (Section 2B-5) can
then be used to remove the unmodulated dc signal and pass
the ac signal for amplification. Alternatively, a tuned or lock-in
amplifier can be used.

A simple way of modulating the emission from the source
is to interpose a circular metal disk, or chopper, in the beam
between the source and the flame. Rotating disk and rotating
vane choppers are common (see Figure 5-7a and b). Rotation of
the disk or vane at a constant known rate provides a beam that
is chopped to the desired frequency. Other types of electrome-
chanical modulators include tuning forks with vanes attached to
alternately block and transmit the beam (see Figure 5-7¢) and
devices that rotate a vane through a fixed arc to perform the
same function.' As another alternative, the power supply for
the source can be designed for intermittent or ac operation so
that the source is switched on and off at the desired constant
frequency.

9B-2 Spectrophotometers

Instruments for atomic absorption measurements are offered by
numerous manufacturers; both single- and double-beam designs
are available. The range of sophistication and cost (upward of a
few thousand dollars) is substantial.

In general, the instrument must be capable of providing a
sufficiently narrow bandwidth to isolate the line chosen for the
measurement from other lines that may interfere with or dimin-
ish the sensitivity of the determination. An interference filter

7. D. Ingle Jr. and S. R. Crouch, Spectrochemical Analysis, p. 44, Englewood
Cliffs, NJ: Prentice Hall, 1988.



suffices for some of the alkali metals, which have only a few
widely spaced resonance lines in the visible region. An instru-
ment equipped with easily interchangeable interference filters
is available commercially. A separate filter and light source are
used for each element. Satisfactory results for the determination
of twenty-two metals are claimed. Most instruments, however,
incorporate good-quality ultraviolet-visible monochromators,
many of which are capable of achieving a bandwidth on the
order of 1 A.

Most atomic absorption instruments use photomultiplier
tubes, which were described in Section 7E-2, as transducers. As
pointed out earlier, electronic systems that are capable of dis-
criminating between the modulated signal from the source and
the continuous signal from the flame are required. Most instru-
ments currently on the market are equipped with computer
systems that are used to control instrument parameters and to
control and manipulate data.

Exercise: Learn more about single-beam
and double-beam spectrophotometers at
www.tinyurl.com/skoogpia7
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Single-Beam Instruments

A typical single-beam instrument, such as that shown in
Figure 9-13a, consists of several hollow-cathode sources (only
one of which is shown), a chopper or a pulsed power supply, an
atomizer, and a simple grating spectrophotometer with a pho-
tomultiplier transducer. In use, the dark current is first nulled
with a shutter in front of the transducer. The 100% transmit-
tance adjustment is then made while a blank is aspirated into the
flame or ignited in an electrothermal atomizer. Finally, the sam-
ple transmittance is obtained with the sample being atomized.

Double-Beam Instruments

Figure 9-13b is a schematic of a typical double-beam-in-time
instrument. The beam from the hollow-cathode source is split
by a mirrored chopper, one half passing through the flame and
the other half around it. The two beams are then recombined by
a half-silvered mirror and passed into a grating monochroma-
tor; a photomultiplier tube serves as the transducer. The output
from the latter is the input to a lock-in amplifier that is synchro-
nized with the chopper drive. The ratio between the reference
and sample signal is then amplified and sent to the readout,
which is typically a digital meter or a computer.
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FIGURE 9-13 Typical flame atomic absorption spectrophotometers: (a) single-beam

design and (b) double-beam design.
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It should be noted that the reference beam in atomic
double-beam instruments does not pass through the flame and
thus does not correct for loss of radiant power due to absorption
or scattering by the flame itself. Methods of correcting for these
losses are discussed in the next section.

9C INTERFERENCES IN ATOMIC
ABSORPTION SPECTROSCOPY

Interferences of two types are encountered in atomic absorption
methods. Spectral interferences arise when the absorption or
emission of an interfering species either overlaps or lies so close
to the analyte absorption or emission that the monochromator
cannot resolve them. Chemical interferences result from various
chemical processes occurring during atomization that alter the
absorption characteristics of the analyte.

9C-1 Spectral Interferences

Because the emission lines of hollow-cathode sources are so very
narrow, interference because of overlapping lines is rare. For such
an interference to occur, the separation between the two lines
would have to be less than about 0.1 A. For example, a vanadium
line at 3082.11 A interferes in the determination of aluminum
based on its absorption line at 3082.15 A. The interference is easily
avoided, however, by using the aluminum line at 3092.7 A instead.

Spectral interferences also result from the presence of com-
bustion products that exhibit broadband absorption or particu-
late products that scatter radiation. Both reduce the power of the
transmitted beam and lead to positive analytical errors. When the
source of these products is the fuel and oxidant mixture alone,
the analytical data can be corrected by making absorption mea-
surements while a blank is aspirated into the flame. Note that this
correction must be used with both double-beam and single-beam
instruments because the reference beam of a double-beam instru-
ment does not pass through the flame (see Figure 9-13b).

A much more troublesome problem occurs when the
source of absorption or scattering originates in the sample
matrix. In this instance, the power of the transmitted beam P
is reduced by the matrix components, but the incident beam
power P, is not. The result is a positive error in absorbance and
thus concentration. An example of a potential matrix interfer-
ence because of absorption occurs in the determination of bar-
ium in alkaline-earth mixtures. As shown by the solid line in
Figure 8-8, the wavelength of the barium line used for atomic
absorption analysis appears in the center of a broad absorption
band for CaOH. We therefore anticipate that calcium will inter-
fere in barium determinations, but the effect is easily eliminated
by substituting nitrous oxide for air as the oxidant. The higher
temperature of the nitrous oxide flame decomposes the CaOH
and eliminates the absorption band.

Spectral interference because of scattering by products
of atomization is most often encountered when concentrated
solutions containing elements such as Ti, Zr, and W—which

form refractory oxides—are aspirated into the flame. Metal oxide
particles with diameters greater than the wavelength of light
appear to be formed, and scattering of the incident beam results.

Interference caused by scattering may also be a problem
when the sample contains organic species or when organic sol-
vents are used to dissolve the sample. Here, incomplete combus-
tion of the organic matrix leaves carbonaceous particles that are
capable of scattering light.

Fortunately, with flame atomization, spectral interferences
by matrix products are not widely encountered and often can be
avoided by variations in the analytical variables, such as flame
temperature and fuel-to-oxidant ratio. Alternatively, if the source
of interference is known, an excess of the interfering substance
can be added to both sample and standards. Provided the excess
added to the standard sample is large with respect to the con-
centration from the sample matrix, the contribution from the
sample matrix will become insignificant. The added substance
is sometimes called a radiation buffer. The method of standard
additions can also be used advantageously in some cases.

In the early days of electrothermal atomization, matrix
interference problems were severe. As platform technology, new
high-quality graphite materials, fast photometric instrumenta-
tion, and Zeeman background correction have developed, matrix
interference problems have decreased to the level encountered
with flames. Several methods have been developed for correcting
for spectral interferences caused by matrix products.'

The Two-Line Correction Method

The two-line correction procedure uses a second line from
the source as a reference. The wavelength of the reference line
should be as close as possible to that of the analyte line but must
not be absorbed by the analyte. If these conditions are met, it is
assumed that any decrease in power of the reference line from
that observed during calibration arises from absorption or scat-
tering by the matrix products of the sample. This decrease in
power is then used to correct the absorbance of the analyte line.

The reference line may be from an impurity in the hollow
cathode, a neon or argon line from the gas contained in the lamp,
or a nonresonant emission line of the element that is being deter-
mined. Unfortunately, a suitable reference line is often not available.

The Continuum-Source Correction Method

Figure 9-14 illustrates a second method for background cor-
rection that is widely used. In this technique, a deuterium lamp
provides a source of continuum radiation throughout the ultra-
violet region. The configuration of the chopper is such that radi-
ation from the continuum source and the hollow-cathode lamp
are passed alternately through the electrothermal atomizer. The
slit width is kept sufficiently wide so that the fraction of the con-
tinuum source that is absorbed by the analyte atoms in the sam-
ple is negligible. Therefore, the attenuation of the continuum

"“For a comparison of the various methods for background correction, see
D. J. Butcher and J. Sneddon, A Practical Guide to Graphite Furnace Atomic
Absorption Spectrometry, New York: Wiley, 1998, pp. 84-89.
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FIGURE 9-14 Schematic of a continuum-source background
correction system. Note that the chopper can be eliminated by
alternately pulsing each lamp.

source as it passes through the atomized sample reflects only the
broadband absorption or scattering by the sample matrix com-
ponents. A background correction is achieved by subtracting the
absorbance of the deuterium lamp from that of the analyte lamp.

Unfortunately, although most instrument manufactur-
ers offer continuum-source background correction systems,
the performance of these devices is often less than ideal, which
leads to undercorrection in some systems and overcorrection in
others. One of the sources of error is the inevitable degradation of
signal-to-noise ratio that accompanies the addition of the correc-
tion system. Another is that hot gaseous media are usually highly
inhomogeneous both in chemical composition and in particulate
distribution; thus if the two lamps are not in perfect alignment,
an erroneous correction will result that can cause either a positive
or a negative error. Finally, the radiant output of the deuterium
lamp in the visible region is low enough to preclude the use of this
correction procedure for wavelengths longer than about 350 nm.

Background Correction Based

on the Zeeman Effect

When an atomic vapor is exposed to a strong magnetic field
(~10 kG), a splitting of electronic energy levels of the atoms
takes place that leads to formation of several absorption lines
for each electronic transition. These lines are separated from
one another by about 0.01 nm, with the sum of the absorbances
for the lines being exactly equal to that of the original line from
which they were formed. This phenomenon, which is termed the
Zeeman effect,' is general for all atomic spectra. The splitting
patterns that arise depend on the type of electronic transition in
the absorption process. The simplest splitting pattern, which is
observed with singlet (Section 8A-1) transitions, leads to a cen-
tral, or 77, line and two equally spaced satellite o lines. The cen-
tral line, which is at the original wavelength, has an absorbance
that is twice that of each o line. For more complex transitions,
further splitting of the 77 and o lines occurs.

!SFor a detailed discussion of the application of the Zeeman effect to atomic
absorption, see D. J. Butcher and J. Sneddon, A Practical Guide to Graphite
Furnace Atomic Absorption Spectrometry, New York: Wiley, 1998, pp. 73-84; E. J.
Fernandez, S. A. Myers, and W. Slavin, Anal. Chem., 1980, 52, 741.
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Application of the Zeeman effect to atomic absorption
instruments is based on the differing response of the two types
of absorption lines to polarized radiation. The 7 line absorbs
only that radiation that is plane polarized in a direction parallel
to the external magnetic field; the o lines, in contrast, absorb
only radiation polarized perpendicular to the field.

Figure 9-15 shows details of an electrothermal atomic
absorption instrument, which uses the Zeeman effect for back-
ground correction. Unpolarized radiation from an ordinary
hollow-cathode source A is passed through a rotating polar-
izer B, which separates the beam into two components that are
plane-polarized at 90° to one another C. These beams pass into
a tube-type graphite furnace similar to the one shown in Figure
9-6a. A permanent 11-kG magnet surrounds the furnace and
splits the energy levels into the three absorption peaks shown
in D. Note that the central peak absorbs only radiation that is
plane polarized with the field. During that part of the cycle when
the source radiation is polarized similarly, absorption of radia-
tion by the analyte takes place as shown in E. During the other
half cycle, no analyte absorption can occur. Broadband molec-
ular absorption and scattering by the matrix products occur
during both half cycles, which leads to the cyclical absorbance
pattern shown in F. The data-acquisition system is programmed
to subtract the absorbance during the perpendicular half cycle
from that for the parallel half cycle, thus giving a background
corrected value.

A second type of Zeeman effect instrument has been
designed in which a magnet surrounds the hollow-cathode
source. Here, it is the emission spectrum of the source that is
split rather than the absorption spectrum of the sample. This
instrument configuration provides an analogous correction. To
date, most instruments are of the type illustrated in Figure 9-15.

Zeeman effect instruments provide a more accurate correc-
tion for background than the methods described earlier. These
instruments are particularly useful for electrothermal atomiz-
ers and permit the direct determination of elements in samples
such as urine and blood. The decomposition of organic material
in these samples leads to large background corrections (back-
ground A > 1) and, as a result, susceptibility to significant error.

Background Correction Based

on Source Self-Reversal

A remarkably simple means of background correction offers most
of the advantages of a Zeeman effect instrument.'” This method,
which is sometimes called the Smith-Hieftje background cor-
rection method, is based on the self-reversal or self-absorption
behavior of radiation emitted from hollow-cathode lamps when

Tutorial: Learn more about the Zeeman effect at
www.tinyurl.com/skoogpia7

See S. B. Smith Jr. and G. M. Hieftje, Appl. Spectrosc., 1983, 37, 419, DOIL:
10.1366/0003702834634893.



222 Chapter 9 Atomic Absorption and Atomic Fluorescence Spectrometry <<

Hollow-
cathode lamp

Rotating
polarizer

Graphite
c furnace

%/Iagnet

Photomultiplier

Zeeman
absorption profile

Atomic
Monochromator Electronics  absorption
\ ! ’
7 \_{?L N|> N
/
/
/
/
F /
/
/

Background Background plus

only atomic absorption

FIGURE 9-15 Schematic of an electrothermal atomic absorption instrument that provides a background
correction based on the Zeeman effect. (Courtesy of Hitachi Scientific Instruments, Mountain View, CA.)

they are operated at high currents. High currents produce
large concentrations of nonexcited atoms, which are capable of
absorbing the radiation produced from the excited species. An
additional effect of high currents is to significantly broaden the
emission line of the excited species. The net effect is to produce a
line that has a minimum in its center, which corresponds exactly
in wavelength to that of the absorption line (see Figure 9-16).

To obtain corrected absorbances, the lamp is programmed
to run alternately at low and high currents. The total absorbance
is obtained during the low-current operation and the back-
ground absorbance is provided by measurements during the
second part of the cycle when radiation at the absorption peak
is at a minimum. The data-acquisition system then subtracts the
background absorbance from the total to give a corrected value.
Recovery of the source to its low-current output takes place in
milliseconds when the current is reduced. The measurement
cycle can be repeated often enough to give satisfactory signal-to-
noise ratios. Instrumentation for this type of correction is avail-
able from commercial sources.

High
current

\
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Radiant power
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FIGURE 9-16 Emission line profiles for a hollow-cathode lamp
operated at high and low currents.

9C-2 Chemical Interferences

Chemical interferences are more common than spectral inter-
ferences in ASS. Their effects can frequently be minimized by a
suitable choice of operating conditions.

Both theoretical and experimental evidence suggest that
many of the processes occurring in the mantle of a flame are
in approximate equilibrium. Therefore, it becomes possible to
regard the burned gases as a solvent medium to which thermo-
dynamic calculations can be applied. The equilibria of principal
interest include formation of compounds of low volatility, disso-
ciation reactions, and ionization.

Formation of Compounds of Low Volatility

Perhaps the most common type of interference is by anions
that form compounds of low volatility with the analyte and thus
reduce the fraction of the analyte that is atomized. Low results
are the outcome. An example is the decrease in calcium absor-
bance observed with increasing concentrations of sulfate or
phosphate. These anions form compounds with calcium that
are difficult to volatilize. For example, at a fixed calcium concen-
tration, the absorbance falls off nearly linearly with increasing
sulfate or phosphate concentrations until the anion-to-calcium
ratio is about 0.5; the absorbance then levels off at about 30%
to 50% of its original value and becomes independent of anion
concentration.

Cation interference has been observed as well. For exam-
ple, aluminum causes low results in the determination of mag-
nesium, apparently as a result of the formation of a heat-stable
aluminum-magnesium compound (perhaps an oxide).

Interferences caused by formation of species of low volatil-
ity can often be eliminated or moderated by use of higher tem-
peratures. Alternatively, releasing agents, which are cations that
react preferentially with the interferant and prevent its interac-
tion with the analyte, can be used. For example, addition of an
excess of strontium or lanthanum ion minimizes the interfer-
ence of phosphate in the determination of calcium. The same



two species have also been used as releasing agents for the deter-
mination of magnesium in the presence of aluminum. In both
instances, the strontium or lanthanum replaces the analyte in
the compound formed with the interfering species.

Protective agents prevent interference by forming stable
but volatile species with the analyte. Three common reagents
for this purpose are ethylenediaminetetraacetic acid (EDTA),
8-hydroxyquinoline, and APCD, which is the ammonium salt
of 1-pyrrolidinecarbodithioic acid. The presence of EDTA has
been shown to nearly eliminate the interference of aluminum,
silicon, phosphate, and sulfate in the determination of calcium.
Similarly, 8-hydroxyquinoline suppresses the interference of alu-
minum in the determination of calcium and magnesium.

Dissociation Equilibria

In the hot, gaseous environment of a flame or a furnace, numer-
ous dissociation and association reactions lead to conversion of
the metallic constituents to the elemental state. Some of these
reactions are reversible and can be treated by the laws of ther-
modynamics. Thus, equilibria such as

MO =M + O
M(OH),==M + 20H

are thought to exist in flames, where M is the analyte atom and
OH is the hydroxyl radical.

In practice, not enough is known about the nature of the
chemical reactions in a flame to permit a quantitative treatment
such as that for an aqueous solution. Instead, we must rely on
empirical observations.

Dissociation reactions involving metal oxides and hydrox-
ides play an important part in determining the nature of the
emission or absorption spectra for an element. For example, the
alkaline-earth oxides are relatively stable, with dissociation ener-
gies in excess of 5 eV. Molecular bands arising from the presence
of metal oxides or hydroxides in the flame thus constitute a prom-
inent feature of their spectra (see Figure 8-8). Except at very high
temperatures, these bands are more intense than the lines for the
atoms or ions. In contrast, the oxides and hydroxides of the alkali
metals are much more easily dissociated so that line intensities
for these elements are high, even at relatively low temperatures.

Dissociation equilibria that involve anions other than oxy-
gen may also influence flame emission and absorption. For
example, the line intensity for sodium is markedly decreased
by the presence of HCI. A likely explanation is the mass-action
effect on the equilibrium

NaCl=—= Na + Cl

Chlorine atoms formed from the added HCI decrease the atomic
sodium concentration and thereby lower the line intensity.

Another example of this type of interference is the enhance-
ment of vanadium absorption when aluminum or titanium is
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present. The interference is significantly more pronounced
in fuel-rich flames than in lean flames. These effects can be
explained by assuming that the three metals interact with such
species as O and OH, which are always present in flames. If
the oxygen-bearing species are given the general formula Ox, a
series of equilibrium reactions can be postulated. Thus,

VOx =—V + Ox
AlOx=—Al + Ox
TiOx=—=Ti + Ox

In fuel-rich combustion mixtures, the concentration of Ox is
sufficiently small that its concentration is lowered significantly
when aluminum or titanium is present in the sample. This
decrease causes the first equilibrium to shift to the right with
an accompanying increase in the vanadium concentration and
absorbance. In lean mixtures, on the other hand, the concen-
tration of Ox is apparently high relative to the total concen-
tration of metal atoms. In this case, addition of aluminum
or titanium scarcely changes the concentration of Ox, and
the position of the first equilibrium is relatively undisturbed.
Therefore, the position of the first equilibrium is not disturbed
significantly.

Ionization Equilibria

Ionization of atoms and molecules is small in combustion mix-
tures with air as the oxidant, and can often be neglected. In
higher temperature flames where oxygen or nitrous oxide serves
as the oxidant, however, ionization becomes important, and
there is a significant concentration of free electrons produced by
the equilibrium

M==M"* + e~ (9-1)

where M represents a neutral atom or molecule and M™ is its
ion. We will focus on equilibria in which M is a metal atom.

The equilibrium constant K for this reaction takes the form
[(M*]le”]

K= W (9 —2)

If no other source of electrons is present in the flame, this equa-
tion can be written in the form

aZ
K= P
l -«
where « is the fraction of M that is ionized, and P is the partial
pressure of the metal in the gaseous solvent before ionization.

Table 9-2 shows the calculated fraction ionized for sev-
eral common metals under conditions that approximate those
used in flame spectroscopy. The temperatures correspond
roughly to those in air-acetylene and oxygen-acetylene flames,
respectively.
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TABLE 9-2 Degree of Ionization of Metals at Flame Temperatures

Fraction Ionized at the Indicated Pressure and Temperature

Ionization P =10 "at
Element Potential, eV 2000 K
Cs 3.893 0.01
Rb 4.176 0.004
K 4.339 0.003
Na 5.138 0.0003
Li 5.390 0.0001
Ba 5.210 0.0006
Sr 5.692 0.0001
Ca 6.111 3X107°
Mg 7.644 4 %1077

m P =10 ®atm
3500 K 2000 K 3500 K
0.86 0.11 >0.99
0.74 0.04 >0.99
0.66 0.03 0.99
0.26 0.003 0.90
0.18 0.001 0.82
0.41 0.006 0.95
0.21 0.001 0.87
0.11 0.0003 0.67
0.01 4 X 10°° 0.09

Data from B. L. Vallee and R. E. Thiers, in Treatise on Analytical Chemistry, 1. M. Kolthoff and P. J. Elving, eds., Part I, Vol. 6, p. 3500, New York: Interscience, 1965.

Reprinted with permission of John Wiley & Sons, Inc.

It is important to appreciate that treatment of the ionization
process as an equilibrium—with free electrons as one of the
products—immediately implies that the degree of ionization of a
metal will be strongly influenced by the presence of other ioniz-
able metals in the flame. Thus, if the medium contains not only
species M but species B as well, and if B ionizes according to the
equation

B=—=B"' + e~

then the degree of ionization of M will be decreased by the
mass-action effect of the electrons formed from B. Determina-
tion of the degree of ionization under these conditions requires
a calculation involving the dissociation constant for B and the
mass-balance expression

[e”]=[B"] + [M7]

Atom-ion equilibria in flames create a number of import-
ant consequences in flame spectroscopy. For example, intensi-
ties of atomic emission or absorption lines for the alkali metals,
particularly potassium, rubidium, and cesium, are affected by
temperature in a complex way. Increased temperatures cause
an increase in the population of excited atoms, according to
the Boltzmann relationship (Equation 8-1). Counteracting this
effect, however, is a decrease in concentration of atoms result-
ing from ionization. Thus, under some circumstances a decrease
in emission or absorption may be observed in hotter flames. It
is for this reason that lower excitation temperatures are usually
specified for the determination of alkali metals.

The effects of shifts in ionization equilibria can usually be
eliminated by addition of an ionization suppressor, which pro-
vides a relatively high concentration of electrons to the flame;

suppression of ionization of the analyte results. The effect of
a suppressor appears in the calibration curves for strontium
shown in Figure 9-17. Note the significant increase in slope of
these curves as strontium ionization is repressed by the increas-
ing concentration of potassium ions and electrons. Note also the
enhanced sensitivity produced by using nitrous oxide instead of
air as the oxidant. The higher temperature achieved with nitrous
oxide undoubtedly enhances the degree of decomposition and
volatilization of the strontium compounds in the plasma.

0.8 = K 25000 pg/mL
0 N,O-acetylene
® Air-acetylene K 10000 pg/mL
0.6 — K 1000 pg/mL
8
=i
<
2 04
2
o
<
K0 pg/mL
0.2 — K 1000 pg/mL
\ \ \ \
0 2 4 6 8

Strontium concentration, pg/mL

FIGURE 9-17 Effect of potassium concentration on the calibration
curve for strontium. (Reprinted with permission from J. A. Bowman
and J. B. Willis, Anal. Chem., 1967, 39, 1210, DOI: 10.1021/
ac60255a014. Copyright 1967 American Chemical Society.)



9D ATOMIC ABSORPTION
ANALYTICAL TECHNIQUES

There are a number of practical details that must be considered
in flame or electrothermal atomic absorption analysis.

9D-1 Sample Preparation

A disadvantage of flame spectroscopic methods is the require-
ment that the sample be introduced into the excitation source in
the form of a solution, most commonly an aqueous one. Unfor-
tunately, many materials of interest, such as soils, animal tissues,
plants, petroleum products, and minerals are not directly solu-
ble in common solvents, and extensive preliminary treatment is
often required to obtain a solution of the analyte in a form ready
for atomization. Indeed, the decomposition and solution steps
are often more time-consuming and introduce more error than
the spectroscopic measurement itself.

Decomposition of materials such as those just cited usually
require rigorous treatment of the sample at high temperatures
accompanied by a risk of losing the analyte by volatilization
or as particulates in smoke. Furthermore, the reagents used in
decomposing a sample often introduce the kinds of chemical
and spectral interferences that were discussed earlier. Addition-
ally, the analyte may be present in these reagents as an impurity.
In fact, unless considerable care is taken, it is not uncommon
in trace analyses to find that the concentration of analyte in the
reagents is higher than in the samples—a situation that can lead
to serious error even with blank corrections.

Some of the common methods used for decomposing and
dissolving samples for atomic absorption methods include treat-
ment with hot mineral acids; oxidation with liquid reagents,
such as sulfuric, nitric, or perchloric acids (wet ashing); com-
bustion in an oxygen bomb or other closed container to avoid
loss of analyte; ashing at a high temperature; and high-tempera-
ture fusion with reagents such as boric oxide, sodium carbonate,
sodium peroxide, or potassium pyrosulfate.'®

One of the advantages of electrothermal atomization is that
some materials can be atomized directly, thus avoiding the solu-
tion step. For example, liquid samples such as blood, petroleum
products, and organic solvents can be pipetted directly into the
furnace for ashing and atomization. Solid samples, such as plant
leaves, animal tissues, and some inorganic substances, can be
weighed directly into cup-type atomizers or into tantalum boats

Tutorial: Learn more about atomic absorption
spectroscopy at www.tinyurl.com/skoogpia7

!¥B. Kebbekus in Sample Preparation Techniques in Analytical Chemistry,
S. Mitra, ed., Ch. 5. New York: Wiley, 2003; J. A. Dean, Analytical Chemistry
Handbook, Section 1.7, New York: McGraw-Hill, 1995; R. Bock, A Handbook of
Decomposition Methods in Analytical Chemistry, New York: Wiley, 1979.
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for introduction into tube-type furnaces. Calibration is, how-
ever, usually difficult and requires standards that approximate
the sample in composition.

9D-2 Sample Introduction

by Flow Injection

In Section 33B, we describe the methods and instrumentation
for flow injection analysis (FIA). FIA methodology serves as
an excellent means of introducing samples into a flame atomic
absorption spectrometer. Alternatively, we may think of an
atomic absorption spectrometer as a useful detector for an FIA
system. From any perspective, the peristaltic pump and valve
arrangements of FIA described in Chapter 33 are a convenient
means to sample analyte solutions reproducibly and efficiently,
especially when it is important to conserve sample. The carrier
stream of the FIA system consisting of deionized water or dilute
electrolyte provides continuous flushing of the flame atomizer,
which is particularly advantageous for samples containing high
levels of salts or suspended solids.

9D-3 Organic Solvents

Early in the development of atomic absorption spectroscopy it
was recognized that enhanced absorbances could be obtained if
the solutions contained low-molecular mass alcohols, esters, or
ketones. The effect of organic solvents is largely attributable to
increased nebulizer efficiency; the lower surface tension of such
solutions leads to smaller drop sizes and a resulting increase in
the amount of sample that reaches the flame. In addition, more
rapid solvent evaporation may also contribute to the effect.
Leaner fuel-oxidant ratios must be used with organic solvents to
offset the presence of the added organic material. Unfortunately,
however, the leaner mixture produces lower flame temperatures
and an increased potential for chemical interferences.

A most important analytical application of organic solvents
to flame spectroscopy is the use of immiscible solvents such as
methyl isobutyl ketone to extract chelates of metallic ions. The
extract is then nebulized directly into the flame. The sensitiv-
ity is increased not only by the enhancement of absorption lines
because of the solvent but also because for many systems only
small volumes of the organic liquid are required to remove metal
ions quantitatively from relatively large volumes of aqueous
solution. This concentrating procedure has the added advantage
that at least part of the matrix components are likely to remain
in the aqueous phase, resulting in a reduction of interferences.
Common chelating agents include ammonium pyrrolidinedith-
iocarbamate, diphenylthiocarbazone (dithizone), 8-hydroxy-
quinoline, and acetylacetone.

9D-4 Calibration Curves

In theory, atomic absorption should follow Beer’s law
(Equation 6-34) with absorbance being directly proportional
to concentration. Unfortunately, plots of absorbance versus
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TABLE 9-3 Detection Limits (ng/mL)?
for Selected Elements

AAS

Ele- AAS  Electro- AES AES

ment Flame thermal Flame ICP

Al 30 0.1 5 0.2 5
As 200 0.5 — 2 15
Ca 1 0.25 0.1 0.0001 0.4
Cd 1 0.01 2000 0.07 0.1
Cr 4 0.03 5 0.08 0.6
Cu 2 0.05 10 0.04 0.2
Fe 6 0.25 50 0.09 0.3
Hg 500 5 — — 5
Mg 0.2 0.002 5 0.003 0.3
Mn 2 0.01 — 0.01 1
Mo 5 0.5 100 0.2 8
Na 0.2 0.02 0.1 0.1 0.3
Ni 3 0.5 600 0.2 0.4
Pb 8 0.1 200 1 5
Sn 15 5 300 — 200
A% 25 1 200 0.06 25
Zn 1 0.005 50000 0.1 0.1

From J. D. Ingle Jr. and S. R. Crouch, Spectrochemical Analysis, pp. 250-251, 300,
321, Englewood Cliffs, NJ: Prentice Hall, 1988.

Note: For AFS, pulsed hollow-cathode-lamp excitation source used with ICP
atomization.

*Ing/mL = 10~ pg/mL = 10 ppm.

AAS = atomic absorption spectroscopy; AES = atomic emission spectroscopy;
AFS = atomic fluorescence spectroscopy; ICP = inductively coupled plasma.

concentration are often nonlinear. Thus, a calibration curve that
covers the range of concentrations found in the sample is almost
always needed and should be prepared periodically. In addition,
the number of uncontrolled variables in atomization and absor-
bance measurements is sufficiently large to warrant measure-
ment of at least one standard solution each time an analysis is
performed. An even better practice is to use two standards that
bracket the analyte concentration. Any deviation of the standard
from the original calibration curve can then be used to correct
the analytical result.

9D-5 Standard-Addition Method

The standard-addition method, which was described in
Section 1D-3, is widely used in atomic absorption spectroscopy
to partially or completely compensate for the chemical and spec-
tral interferences introduced by the sample matrix.

9D-6 Applications of AAS

AAS is a sensitive method to determine more than sixty met-
als or metalloid elements. The resonance lines for the nonme-
tallic elements are generally located at wavelengths shorter than
200 nm, which can prevent their determination by convenient,
nonvacuum spectrophotometers.

Detection Limits

Columns two and three of Table 9-3 present detection limits
for a number of common elements by flame and electrothermal
atomic absorption. For comparison, detection limits for some of
the other atomic procedures are also included. Small differences
among the quoted values are not significant. Thus, an order of
magnitude is probably meaningful, but a factor of 2 or 3 certainly
is not.

For many elements, detection limits for atomic absorp-
tion spectroscopy with flame atomization lie in the range of
1 to 20 ng/mL, or 0.001 to 0.020 ppm; for electrothermal atom-
ization, the corresponding figures are 0.002 to 0.01 ng/mL, or
2 X 10 °to1 X 10~ ° ppm. In a few cases, detection limits well
outside these ranges are encountered.

Accuracy

Under the usual conditions, the relative error associated with
a flame atomic absorption analysis is of the order of a few per-
cent. With special precautions, this figure can be lowered to a
few tenths of a percent. Errors encountered with electrothermal
atomization usually exceed those for flame atomization by a fac-
tor of 5 to 10.

9E ATOMIC FLUORESCENCE
SPECTROSCOPY

Over the years, significant research effort has been devoted to
the development of analytical methods based on atomic fluo-
rescence.'” This research has demonstrated that AFS is useful
and convenient for the quantitative determination of several
elements. To date, however, AFS has not been used widely
because of the overwhelming successes of atomic emission and
atomic absorption methods, which were developed prior to
atomic fluorescence by more than a decade. As mentioned ear-
lier, these successes have led to the availability of absorption and
emission instruments from numerous commercial sources. In
recent years, a number of manufacturers have introduced atomic

YFor further information on AFS, see L. H. J. Lajunen and P. Peramaki, Spectro-
chemical Analysis by Atomic Absorption and Emission, 2nd ed., pp. 276-285, Cam-
bridge: Royal Society of Chemistry, 2004; J. A. C. Broekaert, Analytical Atomic
Spectrometry with Flames and Plasmas, pp. 290-296, Weinheim, Germany: Wiley-
VCH, 2002; D. J. Butcher in Handbook of Instrumental Techniques for Analytical
Chemistry, E. A. Settle, ed., Upper Saddle River, NJ, 1997, pp. 441-458.



fluorescence spectrometers useful for determining elements that
form vapors and hydrides, such as Pb, Hg, Cd, Zn, As, Sb, Bi, Ge,
and Se.””

The limited use of atomic fluorescence has not arisen so
much from any inherent weakness of the procedure but rather
because the advantages of atomic fluorescence have been small
relative to the well-established absorption and emission meth-
ods. Thus, although fluorescence methods, particularly those
based on electrothermal atomization, are somewhat more sensi-
tive for several elements, the procedure is also less sensitive and
appears to have a smaller useful concentration range for several
others. These disadvantages have been largely overcome in some
special-purpose instruments such as those for determining mer-
cury by cold-vapor techniques. This method is further discussed
in the Instrumental Analysis in Action feature at the end of
Section 2.

9E-1 Instrumentation

The components of instruments for atomic fluorescence mea-
surements are generally arranged as shown in Figure 7-1b. The
sample container is most commonly a flame but may also be an
electrothermal atomization cell, a glow discharge, a vapor cell,
or an inductively coupled plasma, as described in Section 10A-1.

Sources

A continuum source would be desirable for atomic fluorescence
measurements. Unfortunately, however, the output power of
most continuum sources over a region as narrow as an atomic
absorption line is too low to provide sufficient sensitivity for
atomic fluorescence.

The earliest work on AFS was done using metal vapor
lamps.?' These lamps are not as stable as many other line
sources and are only available for a few elements. Conventional
hollow-cathode lamps were also used in early work. However,
these were usually not intense enough to achieve low detection
limits with AFS. In later work, pulsed hollow-cathode lamps (see
Section 9B-1) were used to achieve high intensities. The detec-
tion system was gated to observe the fluorescence signal only
during the ON time of the pulsed lamp.*?

Perhaps the most widely used sources for atomic fluores-
cence have been the EDLs (Section 9B-1), which usually produce
radiant intensities greater than those of hollow-cathode lamps
by an order of magnitude or two. EDLs have been operated in

*Examples include Teledyne/Leeman Labs (Hudson, NH), Aurora Biomed
(Vancouver, BC), PS Analytical (Deerfield Beach, FL), Arizona Instruments
(Chandler, AZ), and Skyray Instruments (Japan).

211, D. Winefordner and T. J. Vickers, Anal. Chem., 1964, 36, 161, DOI: 10.1021/
ac60207a052; J. D. Winefordner and R. A. Staab, Anal. Chem., 1964, 36, 165, DOI:
10.1021/ac60207a053.

22E. Cordos and H. V. Malmstadt, Anal. Chem., 1973, 45, 27, DOI: 10.1021/
ac60323a006; Anal. Chem., 1972, 44, 2277, DOI: 10.1021/ac60322a004.
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both the continuous and pulsed modes. Unfortunately, this type
of lamp is only available for a few elements.

Lasers, with their high intensities and narrow bandwidths,
would appear to be the ideal source for atomic fluorescence
measurements. Their high cost and operational complexities,
however, have discouraged their widespread application to rou-
tine atomic fluorescence methods.

Dispersive Instruments

A dispersive system for atomic fluorescence measurements
consists of a modulated source, an atomizer (flame or electro-
thermal), a monochromator or an interference filter system, a
detector, and a signal processor and readout. With the exception
of the source, most of these components are similar to those dis-
cussed in earlier parts of this chapter.

Nondispersive Instruments

In theory, no monochromator or filter should be necessary
for atomic fluorescence measurements when an EDL or
hollow-cathode lamp serves as the excitation source because the
emitted radiation is, in principle, that of a single element and
will thus excite only atoms of that element. A nondispersive
system then could be made up of only a source, an atomizer,
and a detector. There are several advantages of such a system:
(1) simplicity and low-cost instrumentation, (2) adaptability
to multielement analysis, (3) high-energy throughput and thus
high sensitivity, and (4) simultaneous collection of energy from
multiple lines, which also enhances sensitivity.

To realize these important advantages, it is necessary that
the output of the source be free of contaminating lines from
other elements; in addition, the atomizer should emit no signifi-
cant background radiation. In some instances with electrother-
mal atomizers, background radiation is minimal, but certainly,
it is not with typical flames. To overcome this problem, filters,
located between the source and detector, have often been used
to remove most of the background radiation. Alternatively,
solar-blind photomultipliers, which respond only to radiation of
wavelengths shorter than 320 nm, have been applied. For these
devices to be used effectively, analyte emission must be below
320 nm.

9E-2 Interferences

Interferences in atomic fluorescence spectroscopy are generally
of the same type and of about the same magnitude as those in
atomic absorption spectroscopy.

9E-3 Applications

Atomic fluorescence methods have been applied to the deter-
mination of metals in such materials as lubricating oils, seawa-
ter, geological samples, metallurgical samples, clinical samples,
environmental samples, and agricultural samples. Table 9-3 lists
detection limits for atomic fluorescence procedures.
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» QUESTIONS AND PROBLEMS

*Answers are provided at the end of the book for problems marked with an asterisk.

Problems with this icon are best solved using spreadsheets.

9-1

9-5
9-6

9-7

9-8

9-10

*9-11

*9-12

9-13

*9-14

Define the following terms: (a) releasing agent, (b) protective agent, (c) ionization suppressor,
(d) atomization, (e) pressure broadening, (f) hollow-cathode lamp, (g) sputtering, (h) self-absorption,
(i) spectral interference, (j) chemical interference, (k) radiation buffer, (1) solute volatilization interference.

Describe the effects that are responsible for the three different absorbance profiles in Figure 9-4 and select
three additional elements you would expect to have similar profiles.

Why is an electrothermal atomizer more sensitive than a flame atomizer?

Describe how a deuterium lamp can be used to provide a background correction for an atomic absorption
spectrum.

Why is source modulation used in atomic absorption spectroscopy?

For two solutions containing the same concentration of nickel, the atomic absorption at 352.4 nm was
about 30% greater for a solution that contained 50% ethanol than for an aqueous solution that contained no
ethanol. Explain.

The emission spectrum of a hollow-cathode lamp for molybdenum has a sharp line at 313.3 nm as long as
the lamp current is less than 50 mA. At higher currents, however, the emission line develops a cuplike crater
at its maximum. Explain.

An analyst attempts to determine strontium with an atomic absorption instrument equipped with a nitrous
oxide-acetylene burner, but the sensitivity associated with the 460.7-nm atomic resonance line is not
satisfactory. Suggest at least three things that might be tried to increase sensitivity.

Why is atomic emission more sensitive to flame instability than atomic absorption or fluorescence?

Figure 9-1 summarizes many of the processes that take place in a laminar-flow burner. With specific
reference to the analysis of an aqueous CaCl, solution, describe the processes that are likely to occur.

Use Equation 7-13 for the resolving power of a grating monochromator to estimate the theoretical
minimum size of a diffraction grating that would provide a profile of an atomic absorption line at 500 nm
having a line width of 0.002 nm. Assume that the grating is to be used in the first order and that it has been
ruled at 2400 grooves/mm.

For the flame shown in Figure 9-3, calculate the relative intensity of the 766.5-nm emission line for
potassium in the flame center and at the following heights above the orifice (assume no ionization and use
the 2.0 cm for comparison).

(@) 2.0cm (b) 3.0cm (c) 4.0cm (d) 5.0cm

In a hydrogen-oxygen flame, the atomic absorption signal for iron decreases in the presence of large
concentrations of sulfate ion.

(@) Suggest an explanation for this observation.

(b) Suggest three possible methods for overcoming the potential interference of sulfate in a quantitative
determination of iron.

For Na atoms and Mg" ions, compare the ratios of the number of particles in the 3p excited state to the
number in the ground state in

(@) anatural gas-air flame (2100 K).
(b) ahydrogen-oxygen flame (2900 K).

(c) aninductively coupled plasma source (6000 K).
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*9-15 In higher-temperature sources, sodium atoms emit a doublet with an average wavelength of 1139 nm. The
transition responsible is from the 4s to 3p state. Calculate the ratio of the number of excited atoms in the
4s level to the number in the ground 3s level in

(@) anacetylene-oxygen flame (3000°C).
(b) the hottest part of an inductively coupled plasma source (~9000°C).

*9-16 Assume that the absorption signal shown in Figure 9-7 were obtained for 2-uL aliquots of standards and
sample. Calculate the concentration in parts per million of lead in the sample of canned orange juice.

9-17 Suggest sources of the two signals in Figure 9-7 that appear during the drying and ashing processes.

9-18 In the concentration range of 1 to 100 pg/mL P, phosphate suppresses the atomic absorption of Caina
linear manner. The absorbance levels off, however, between 100 and 300 pg/mL P. Explain. How can this
effect be reduced?

9-19 Describe the physical effects and interferences that the method of standard additions would correct or
compensate for in AAS.

*9-20 A 5.00-mL sample of blood was treated with trichloroacetic acid to precipitate proteins. After
centrifugation, the resulting solution was brought to a pH of 3 and was extracted with two 5-mL portions
of methyl isobutyl ketone containing the organic lead complexing agent APCD. The extract was aspirated
directly into an air-acetylene flame yielding an absorbance of 0.454 at 283.3 nm. Five-milliliter aliquots
of standard solutions containing 0.240 and 0.475 ppm Pb were treated in the same way and yielded
absorbances of 0.412 and 0.642. Calculate the concentration Pb (ppm) in the sample assuming that Beer’s
law is followed.

9-21 The sodium in a series of cement samples was determined by flame emission spectroscopy. The flame
photometer was calibrated with a series of NaCl standards that contained sodium equivalent to 0, 20.0,
40.0, 60.0, and 80.0 pg Na,O per mL. The instrument readings R for these solutions were 3.1, 21.5, 40.9, 57.1,
and 77.3.

(a) Plot the data using a spreadsheet.

(b) Obtain a least-squares equation for the data.

(c) Calculate the statistics for the line in (b).

(d) The following data were obtained for replicate 1.000-g samples of cement that were dissolved in HCI

and diluted to 100.0 mL after neutralization.

Emission Reading

Blank Sample A Sample B Sample C
Replicate 1 5.1 28.6 40.7 73.1
Replicate 2 4.8 28.2 41.2 72.1
Replicate 3 49 28.9 40.2 Spilled

Calculate the percentage of Na,O in each sample. What are the absolute and relative standard
deviations for the average of each determination?

9-22 The chromium in an aqueous sample was determined by pipetting 10.0 mL of the unknown into each of five
50.0-mL volumetric flasks. Various volumes of a standard containing 12.2 ppm Cr were added to the flasks,
following which the solutions were diluted to volume.
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Y QUESTIONS AND PROBLEMS (continued)

Unknown, mL Standard, mL Absorbance
10.0 0.0 0.201
10.0 10.0 0.292
10.0 20.0 0.378
10.0 30.0 0.467
10.0 40.0 0.554

@
(b)
()
(d)
(e)

Plot the data using a spreadsheet.

Determine an equation for the relationship between absorbance and volume of standard.
Calculate the statistics for the least-squares relationship in (b).

Determine the concentration of Cr in ppm in the sample.

Find the standard deviation of the result in (d).

Challenge Problem

9-23 (a)

(b)

()

(d)

()

(f)

In an investigation of the influence of experimental variables on detection limits in electrothermal
AAS, Cabon and Bihan found several factors to be significant in the optimization of the method.?
List six of these factors, describe in detail the physical basis for each factor, and discuss why each is
important.

These workers describe an a priori method for determining the limit of detection (LOD). Compare
and contrast this method with the method described in Section 1E-2. How does this method improve
on the method as defined by the International Union of Pure and Applied Chemistry (IUPAC) in

the "Orange Book"? See http://www.iupac.org/publications/analytical _compendium/. Describe any
disadvantages of the method.

The investigations described by Cabon and Bihan treated the data using least-squares polynomial
smoothing (see Section 5C-2) prior to determining the LOD. Describe precisely how the data were
smoothed. What experimental variable was optimized in the smoothing procedure? How was the
width of the smoothing window defined? What effect, if any, did the smoothing procedure have on the
LOD as determined by these workers? What effect did smoothing have on the determination of the
integration window for the instrumental signal?

These workers compared the determination of the signal magnitude by integration and by measuring
peak signals. What was the outcome of this comparison? Explain why these results were obtained by
using your understanding of signal-to-noise enhancement procedures.

How were instrument signals integrated? What alternative numerical procedures are available
for integrating digital signals? What procedural variable or variables influenced the quality of the
integrated signal data? Describe the effect of signal integration on working curves for Pb.

What is dosing volume, and what effect did it appear to have on the quality of the results in these
procedures?

21.Y. Cabon and A. Le Bihan, Analyst, 1997, 122, 1335, DOI: 10.1039/a701308f.
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Atomic Emission Spectrometry

his chapter covers optical atomic emission

spectrometry (AES). Generally, the atomizers

listed in Table 8-1 not only convert the
components of samples to atoms or elementary ions
but, in the process, excite a fraction of these species
to higher electronic states. As the excited species
rapidly relax back to lower states, ultraviolet and
visible line spectra arise that are useful for quali-
tative and quantitative elemental analysis. Plasma
sources have become the most important and most
widely used sources for AES. These devices, including
the popular inductively coupled plasma source, are
discussed first. Then, emission spectroscopy based
on electric arc and electric spark atomization and
excitation is described. Historically, arc and spark
sources were quite important in emission spectrome-
try, and they are still useful for the determination of
some metallic elements. Finally several miscellaneous
atomic emission sources, including flames, glow
discharges, and lasers are presented.

() | Throughout this chapter, this logo indicates

an opportunity for online self-study at
www.tinyurl.com/skoogpia7, linking you to
interactive tutorials, simulations, and exercises.

Atomic emission spectrometry (AES) offers several advantages
when compared with the flame and electrothermal absorption
methods considered in Chapter 9.' Emission methods often
show lower susceptibility to chemical interferences, which is a
direct result of their higher temperatures. Second, good emis-
sion spectra result for most elements under a single set of exci-
tation conditions. Consequently, spectra for many elements
can be recorded simultaneously. This property is of particular
importance for the multielement analysis of very small samples.
A major advantage of the more energetic plasma sources is that
they permit the determination of low concentrations of elements
that tend to form refractory compounds (that is, compounds
that are highly resistant to thermal decomposition, such as the
oxides of boron, phosphorus, tungsten, uranium, zirconium, and
niobium). In addition, plasma sources permit the determina-
tion of nonmetals such as chlorine, bromine, iodine, and sulfur.
Finally, plasma emission methods usually have concentration
ranges of several orders of magnitude, in contrast to a two- or
three-decade range for the absorption methods described in the
previous chapter. Flames are less satisfactory as atomic emission
sources because optimum excitation conditions vary widely
from element to element; high temperatures are needed for exci-
tation of some elements and low temperatures for others; and
finally, the region of the flame that gives rise to optimum line
intensities varies from element to element.

Emission spectra from high-temperature sources, such as
plasmas, arcs, and sparks, are often complex and frequently
comprise hundreds, or even thousands, of lines. This large num-
ber of lines, although advantageous when seeking qualitative
information, increases the probability of spectral interferences
in quantitative analysis. As a result, emission spectroscopy
based on plasmas, arcs, and sparks requires higher resolution

'"For more extensive treatment of atomic emission spectroscopy, see J. A. C.
Broekhaert, Analytical Atomic Spectrometry with Flames and Plasmas, 2nd ed.,
Chap. 5, Hoboken, NJ: Wiley-VCH, 2005; Atomic Spectroscopy in Elemental Anal-
ysis, M. Cullen, ed., Chaps. 3-5, Boca Raton, FL: CRC Press, 2004; L. H. J. Lajunen
and P. Peramaki, Spectrochemical Analysis by Atomic Absorption and Emission,
2nd ed., Chaps. 4-6, Royal Society of Chemistry: Cambridge, 2004; J. D. Ingle Jr.
and S. R. Crouch, Spectrochemical Analysis, Chaps. 7-9, 11, Upper Saddle River,
NJ: Prentice-Hall, 1988.
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and more expensive optical equipment than is needed for
atomic absorption methods with flame or electrothermal
sources.

Despite their advantages, it is unlikely that emission
methods based on high-energy sources will ever completely
displace flame and electrothermal atomic absorption proce-
dures. In fact, atomic emission and absorption methods are
complementary. Among the advantages of atomic absorption
procedures are simpler and less expensive equipment require-
ments, lower operating costs, somewhat greater precision (pres-
ently, at least), and procedures that require less operator skill to
yield satisfactory results.”

10A EMISSION SPECTROSCOPY BASED
ON PLASMA SOURCES

Plasma sources have become extremely important in analytical
spectroscopy. A plasma is an electrically conducting gaseous
mixture containing a significant concentration of cations and
electrons. (The concentrations of the two are such that the
net charge is zero.) In the argon plasma frequently used for
emission analyses, argon ions and electrons are the princi-
pal conducting species, although cations from the sample are
also present in small amounts. Argon ions, once formed in a
plasma, can absorb sufficient power from an external source
to maintain the temperature at a level where further ionization
sustains the plasma indefinitely. Such plasmas achieve tempera-
tures as high as 10,000 K. Several different plasmas have been
used in AES.” The most important is the inductively coupled
plasma (ICP), which is discussed in detail in section 10A-1.
The microwave-induced plasma (MIP) is also used in some
forms of emission spectroscopy. The direct current plasma
(DCP) was once widely used in geochemistry, but has largely
been supplanted by the ICP and other plasma sources. Micro-
plasmas based on dc, radio-frequency, and microwave radia-
tion have also attracted attention in recent years. Such sources
have potential for use as chromatographic detectors, for form-
ing ions in mass spectrometry, and for emission spectroscopy.
Finally, the laser-induced plasma, produced by laser breakdown
or by laser ablation, is also used for AES (see Section 10A-3).
Exercise: Learn more about ICP torches at
= www.tinyurl.com/skoogpia7

“For an excellent comparison of the advantages and disadvantages of flames,
furnaces, and plasmas as sources for emission spectroscopy, see W. Slavin, Anal.
Chem., 1986, 58, 589A, DOI: 10.1021/ac00295a803.

*For reviews of plasma and other atomic spectroscopy sources, see E. H. Evans
etal, J. Anal. At. Spectrom., 2015, 30, 1017, DOI: 10.1039/c5ja90017d; J. Anal. At.
Spectrom., 2014, 29, 773, DOI: 10.1039/c4ja90019¢g; N. H. Bings, A. Bogaerts, and
J. A. C. Broekaert, Anal. Chem., 2013, 85, 670, DOI: 10.1021/ac3031459; Anal.
Chem., 2010, 82, 4653, DOI: 10.1021/ac1010469.
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FIGURE 10-1 A typical ICP source. Position A shows radial viewing
of the torch, and position B shows axial viewing. (From V. A. Fassel,
Science, 1978, 202, 183. With permission. Copyright 1978 by the
American Association for the Advancement of Science.)

10A-1 The Inductively Coupled

Plasma Source

Figure 10-1 is a schematic of a typical ICP source called a
torch.* It consists of three concentric quartz tubes through
which streams of argon gas flow. Depending on the torch

“For a more complete discussion on ICP sources, see V. A. Fassel, Science, 1978,
202, 183; V. A. Fassel, Anal. Chem., 1979, 51, 1290A, DOI: 10.1021/ac50049a717;
G. A. Meyer, Anal. Chem., 1987, 59, 1345A, DOI: 10.1021/ac00150a717;
Inductively Coupled Plasma Spectrometry and Its Applications, 2nd ed., S. J. Hill,
ed., Hoboken, NJ: Wiley-Blackwell, 2007; A. Varma, CRC Handbook of Inductively
Coupled Plasma Atomic Emission Spectroscopy, Boca Raton, FL: CRC Press, 1990;
Inductively Coupled Plasma Mass Spectrometry, A. E. Montaser, ed., Hoboken, NJ:
Wiley-VCH, 1998; Inductively Coupled Plasma in Analytical Atomic Spectroscopy,
2nd ed., A. Montaser and D. W. Golightly, eds., New York: Wiley-VCH, 1992;
Inductively Coupled Plasma Atomic Emission Spectrometry: A Model Multi-
Elemental Technique for Modern Analytical Laboratory, G. A. Zachariadis, ed.,
Hauppauge, NY: Nova Science Publishers, Inc., 2012.



2 10A Emission Spectroscopy Based on Plasma Sources 233

Capillary Shell Nozzle
~ —
—
Liquid
(sample)
input Gas input
(sidearm)
25 mm > l < 40 mm >

FIGURE 10-2 The Meinhard nebulizer. The nebulizing gas flows
through an opening that surrounds the capillary concentrically. This
causes a reduced pressure at the tip and aspiration of the sample.
The high-velocity gas at the tip breaks up the solution into a mist.
(Courtesy of J. Meinhard Associates, Inc.)

design, the total rate of argon consumption is 5 to 20 L/min.
The diameter of the largest tube is often about 2.5 cm. Sur-
rounding the top of this tube is a water-cooled induction coil
that is powered by an radio-frequency (RF) generator, which
radiates 0.5 to 2 kW of power at 27.12 MHz or 40.68 MHz.
Ionization of the flowing argon is initiated by a spark from a
Tesla coil. The resulting ions, and their associated electrons,
then interact with the fluctuating magnetic field (labeled H
in Figure 10-1) produced by the induction coil. This interac-
tion causes the ions and electrons within the coil to flow in the
closed annular paths shown in Figure 10-1. The resistance of
the ions and electrons to this flow of charge causes ohmic heat-
ing of the plasma.

The temperature of the plasma formed in this way is high
enough to require thermal isolation of the outer quartz cylinder.
This isolation is achieved by flowing argon tangentially around
the walls of the tube as indicated by the arrows in Figure 10-1.
The tangential flow cools the inside walls of the center tube and
centers the plasma radially.

A design offered by most manufacturers rotates the torch
by 90° so that it is aligned axially with the spectrometer system
(B in Figure 10-1). The radiation emitted from the center of
the plasma is then used for analyses. This axial arrangement is
particularly advantageous for ICP mass spectrometry (ICPMS),
which we describe in Section 11C-1 (see Figure 10-6 for a
spectrometer with axial viewing geometry and Figure 10-8 for
radial geometry).

Note that the argon flow rate through the typical torch
is great enough to produce a significant operating cost for

an ICP spectrometer (several thousand dollars annually).
During the 1980s, low-flow, low-power torches appeared
on the market. Typically, these torches require a total argon
flow of less than 10 L/min and require less than 800 W of RF
power.

Sample Introduction

Samples can be introduced into the ICP by argon flowing at
about 1 L/min through the central quartz tube. The sample can
be an aerosol, a thermally generated vapor, or a fine powder. The
most common means of sample introduction is the concentric
glass nebulizer shown in Figure 10-2. The sample is transported
to the tip by the Bernoulli effect (aspiration). The high-velocity
gas breaks up the liquid into fine droplets of various sizes, which
are then carried into the plasma.

Another popular type of nebulizer has a cross-flow design
(Figure 8-11b). Here, a high-velocity gas flows across a capillary
tip at right angles, causing the same Bernoulli effect. Often, in
this type of nebulizer, the liquid is pumped through the capil-
lary with a peristaltic pump. Many other types of nebulizers are
available for higher-efficiency nebulization, for nebulization of
samples with high solids content, and for production of ultrafine
mists.®

Another method of introducing liquid and solid sam-
ples into a plasma is by electrothermal vaporization. In this
technique, the sample is vaporized in a furnace similar to that
described in Section 8C-1 for electrothermal atomization. In
plasma applications, however, the furnace is used for sample
introduction only. Sample atomization occurs in the plasma.

*Most commercial instruments now operate at 40.68 MHz because better coupling
efficiency between the coil and the plasma is achieved at the higher frequency and
lower background emission is produced.

®See J. Sneedon, Sample Introduction in Atomic Spectroscopy, New York:
Elsevier, 1990; J. L. Todili and J. M. Mermet, Liquid Sample Introduction in ICP
Spectrometry: A Practical Guide, Amsterdam: Elsevier, 2008.
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FIGURE 10-3 Device for electrothermal vaporization.

Figure 10-3 shows an electrothermal vaporizer in which vapor
formation takes place on an open graphite rod. The vapor passes
into a plasma torch in a stream of argon. The observed signal is
a transient peak similar to the peaks obtained in electrothermal
atomic absorption. Electrothermal vaporization coupled with a
plasma torch offers the microsampling capabilities (~5 uL) and
low absolute detection limits (~1 ng) of electrothermal furnaces
while maintaining the wide linear working range, acceptable
sample-to-sample precision (5%-10%), freedom from interfer-
ence, and the multielement capabilities of the ICP”

The ablation devices for solids described in Section 8C-2
are also available from several makers of ICP instruments. With
these types of sample-introduction systems, the plume of vapor
and particulate matter produced by interaction of the sample
with an electric arc or spark or with a laser beam are transported
by a flow of argon into the torch where further atomization and
excitation occur.

Plasma Appearance and Spectra

The typical ICP plasma has a very intense, brilliant white, non-
transparent core topped by a flamelike tail. The core, which
extends a few millimeters above the tube, produces the atomic
spectrum of argon superimposed on a continuum spectrum.
The continuum is typical of ion-electron recombination reac-
tions and bremsstrahlung, pronounced 'brem(p)- “shtri-lon,
which is continuum radiation produced when charged particles
are slowed or stopped. In the region 10 to 30 mm above the core,

’S. Kim et al., Microchim. J., 2004, 78, 127, DOI: 10.1016/j.microc.2004.03.003.

the continuum fades and the plasma is optically transparent.
Spectral observations are generally made at a height of 15 to
20 mm above the induction coil, where the temperature is 6000
6500 K. In this region, the background radiation is remarkably
free of argon lines and is well suited for analysis. Many of the
most sensitive analyte lines in this region of the plasma are from
ions, such as Ca*, Cd*, Cr*, and Mn™.

In ICP spectrometers, the torch may be viewed radially,
perpendicular to its axis (A in Figure 10-1), or axially (B in
the figure) or there may be an optical system that allows view-
ing of either configuration. Advantages of the axial arrange-
ment over the radial configuration include increased radiation
intensity resulting from a longer path length and higher pre-
cision, which produce lower detection limits (a factor of 2 to
30 with ultrasonic nebulization). The disadvantages are that
the cool plasma tail must be removed from the light path to
prevent interference from oxides and that it is more difficult
to prevent thermal and contaminant degradation of the spec-
trometer optics in the axial configuration than in the radial
arrangement.® The cool tail can be removed by blowing a shear
gas across the plasma tip or by a conical interface device. The
decision as to which viewing arrangement to use depends on
the chemical behavior of the analyte in the plasma, the spectral
line chosen for the analysis, the quality of the data required,
and the detailed nature of the experiment. For example, the
axial arrangement is especially useful in ICPMS, which is
described in Section 11C.

SL. H.J. Lajunen and P. Peramaki, Spectrochemical Analysis by Atomic Absorption
and Emission, 2nd ed., pp. 253-254, Cambridge: Royal Society of Chemistry, 2004.
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FIGURE 10-4 Temperatures in a typical ICP source. (From
V. A. Fassel, Science, 1978, 202, 186. With permission. Copyright
1978 by the American Association for the Advancement of Science.)

Analyte Atomization and Ionization

In Figure 10-4, isothermal contours illustrate temperatures in
the plasma. Sample atoms reside in the plasma for a few mil-
liseconds before they reach the observation point. During the
residence time they experience temperatures ranging from 5500
to 8000 K. The time and temperatures are roughly two to three
times greater than those found in the hottest combustion flames
(acetylene-nitrous oxide) used in flame spectroscopic meth-
ods. As a result, atomization is more complete in plasmas than
in flames, and fewer chemical interferences occur. Surprisingly,
ionization interference effects are small, probably because the
large electron concentration from ionization of the argon main-
tains a fairly constant electron concentration in the plasma.

Several other advantages are associated with the plasma
source. First, atomization occurs in a chemically inert envi-
ronment, which tends to enhance the lifetime of the analyte by
preventing oxide formation. In addition, and in contrast to arcs,
sparks, and flames, the temperature cross section of the plasma
is relatively uniform, and effects such as self-absorption and
self-reversal are not observed as often. Because of this, calibra-
tion curves are usually linear over several orders of magnitude
of concentration. Finally, the plasma produces significant ion-
ization, which makes it an excellent source for ICPMS.

10A-2 Microwave Plasmas
Microwave plasmas have been studied for many years.’ The
MIP sustained in a discharge tube by a resonant cavity, such

°K. J. Jankowski and E. Rezke, Microwave Induced Plasma Analytical Spectrometry,
Cambridge, UK: Royal Society of Chemistry Publishing, 2010.
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as that developed by Beenakker,'® has become useful as a gas-
chromatographic element-selective detector (see Section 27B-4).
For AES, however, MIPs have not achieved the low detection
limits of ICPs, and the plasmas are not as robust or as stable as
ICPs. Introducing liquid samples with conventional nebulizers is
particularly problematic.

In the past few years, however, there has been renewed
interest in microwave plasmas, especially since the introduc-
tion of a commercial system that uses air for plasma opera-
tion."" The new microwave plasma system sustains the plasma
by coupling energy from the magnetic field of the microwave
source instead of from the electric field.'"” The magnetically
excited plasma is more robust than previous electrically excited
MIPs. This allows the plasma to be sustained with nitrogen or
air and permits sample introduction with conventional pneu-
matic nebulizers. The commercial instrument generates nitro-
gen from an air cylinder, reducing operating costs over the
argon-operated ICP. When compared to flames for AA or AES,
the lack of dangerous and potentially explosive gases makes the
air-operated MIP a safe and efficient source. Detection limits
for several elements are comparable to those achieved with a
standard ICP source.

10A-3 Other Plasma Sources

Additional plasma sources for AES included microplasmas and
laser-induced plasmas. The glow-discharge devices described in
Section 9A-3 have also been used successfully for AES.

Microplasmas™®

The development of small, miniaturized plasmas is an area of
active research. The plasmas described have been based on
microwave coupling, radio-frequency coupling, dielectric bar-
rier discharges, and dc discharges such as glow discharges."*
The microplasmas have the advantages of low power consump-
tion and low gas-flow requirements as well as small sizes. Such
devices have been most successfully used with gas-phase sample
introduction, such as from gas chromatographic effluents and
hydride generators. Discharge devices that utilize solution elec-
trodes have also been described."®

Exercise: Learn more about the ICP at www.tinyurl

.com/skoogpia7
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Laser-Induced Plasmas

Over the past decade, lasers have become very useful for pro-
ducing plasmas in AES. We consider here laser ablation and
laser-induced breakdown spectroscopy (LIBS).

Laser Ablation. Ablation is the removal of material from a
surface by vaporization or some other process. In laser ablation,
the beam irradiates the surface, which is usually a solid but occa-
sionally a liquid, and causes localized heating and vaporization.
Usually a high powered, pulsed laser is used, but continuous
wave laser beams have also been used. Double pulse ablation is
sometimes used.'® With high enough laser intensity, the material
ablated can be converted into a plasma.

The laser plasma can emit radiation that is useful for AES,
or it can produce ions that can be analyzed by mass spectrome-
try. In some techniques, a laser produces only a plume of atoms
and ions, while a second device provides excitation. For exam-
ple, with a laser microprobe, the contents of the plume formed by
laser irradiation are excited by a spark discharge between a pair
of electrodes located immediately above the surface (see Section
10B-2). The emitted radiation is then focused on a suitable spec-
trometer system. With a laser microprobe source, the trace ele-
ment compositions of single blood cells have been determined.
With some solids, the laser can be scanned across the surface to
obtain a spatial representation of surface composition.

Laser-Induced Breakdown Spectroscopy. The LIBS tech-
nique is closely related to laser ablation. Lasers used in LIBS
are so powerful that dielectric breakdown of the atmosphere
surrounding the ablated sample occurs, producing a highly
luminous plasma. Typically, a short pulse of perhaps a few nano-
seconds duration, such as that from a Nd:YAG laser, produces
the plasma. Near the end of the laser pulse, the plasma cools,
and radiation from excited atoms and ions can be detected. A
spectrometer is used to collect the emission at the appropriate
time so that the intense continuum radiation produced by the
breakdown dies away before measurement of appropriate atom
or ion lines."”

In addition to single-pulse LIBS, two-laser LIBS has also
been successful. In two-laser LIBS, one laser ablates the sample
while the second laser produces the plasma. The LIBS technique
has been applied in several different areas. Metals, semiconduc-
tors, ceramics, coals, polymers, and pharmaceuticals are among
these application areas. In addition to solid samples, gaseous and
liquid samples have also been investigated. In fact, the first appli-
cations of LIBS were for the remote analyses of hazardous gases
in industrial environments. Various process liquids, biological

*For more information, see Laser Ablation: Effects and Applications, S. E. Black,
ed., Hauppauge, NY: Nova Science Publishers, Inc., 2011; C. Phillips, Laser
Ablation and Its Applications, New York: Springer, 2007.

"See D. A. Cremers and L. J. Radziemski, Handbook of Laser-Induced Breakdown
Spectroscopy, Chichester, UK: Wiley, 2013; R. Noll, Laser-Induced Breakdown
Spectroscopy: Fundamentals and Applications, Heidelberg: Springer-Verlag, 2012.

solutions, aqueous environmental solutions, and pharmaceutical
preparations have also been analyzed. The success of LIBS has
led to commercial instrumentation devoted to the technique.
A desktop LIBS analyzer is said to be able to determine trace ele-
ments, including light elements such as Al, Mg, and C, in almost
any matrix.'®

Recent developments have brought about miniaturization
of the LIBS instrumentation, initially stimulated by the inclusion
of a LIBS instrument package in the Mars Science Laboratory
now active on Mars. The LIBS instrument is part of the Chem-
Cam package on the rover Curiosity. The ChemCam system
consists of a camera with a telephoto lens and the LIBS system.
The LIBS laser enables the Martian soil or a rock of interest to
be sampled remotely, without contamination from a robotic
arm, and analyzed with the on-board spectrometer. Figure 10-5
shows an example of a spectrum obtained from the LIBS instru-
ment. This package has enabled depth profiling by using the
laser to tunnel through rock surfaces, a few laser shots at a time.
ChemCam has enabled the construction of three-dimensional
models of the target surface.

10A-4 Plasma Source Spectrometers

Table 10-1 lists the most important properties of the ideal instru-
ment for plasma emission spectroscopy. The ideal spectrometer
is not available today, partly because some of these properties
are mutually exclusive. For example, high resolution requires
the use of narrow slits, which usually reduces the signal-to-noise
ratio and thus the precision of intensity readings. Nevertheless,
instruments developed recently approach many of the ideals
listed in the table.

A dozen or more instrument manufacturers currently offer
plasma emission spectrometers. The designs, performance char-
acteristics, and wavelength ranges of these instruments vary sub-
stantially. Most encompass the entire ultraviolet-visible spectrum,
from 170 to 800 nm. A few instruments are equipped for vacuum
operation, which extends the ultraviolet to 150 to 160 nm. This
short-wavelength region is important because elements such as
phosphorus, sulfur, and carbon have emission lines in this range.

Instruments for emission spectroscopy are of three basic
types: sequential, simultaneous multichannel, and Fourier trans-
form. Fourier transform instruments have not been widely used
in AES. Sequential instruments are usually programmed to move
from the line for one element to that of a second, pausing long
enough (a few seconds) at each to measure line intensities with
a satisfactory signal-to-noise ratio. In contrast, multichannel
instruments are designed to measure simultaneously, or nearly
so, the intensities of emission lines for a number of elements
(sometimes as many as fifty or sixty). When several elements are
determined, sequential instruments require significantly greater
time for samples to be introduced than is required with the other

'8TST Incorporated, Shoreview, MN, 55126.
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FIGURE 10-5 Spectrum of Martian rock obtained from the ChemCam LIBS system aboard the

rover Curiosity. (Courtesy of NASA).

two types. Thus, these instruments, although simpler, are costly
in terms of sample consumption and time.

Both sequential and multichannel emission spectrometers
are of two general types, one using a classical grating spectrome-
ter and the other an echelle spectrometer, such as that shown in
Figure 7-23.

Sequential Instruments

Sequential instruments often incorporate a grating monochro-
mator such as that shown in Figure 10-6. Usually, the grating is
a holographic type having 2400 or 3600 grooves per millimeter.
With some instruments of this type, scanning is accomplished
by rotating the grating with a digitally controlled stepper motor
so that different wavelengths are sequentially and precisely
focused on the exit slit. In some designs, however, the grating
is fixed and the slit and photomultiplier tube are moved along

TABLE 10-1 Desirable Properties
of an Emission Spectrometer

. High resolution (0.01 nm or A/AX > 100,000)

. Rapid signal acquisition and recovery

. Low stray light

. Wide dynamic range (>10°)

. Accurate and precise wavelength identification and
selection

. Precise intensity readings (<1% relative standard
deviation at 500 X the detection limit)

. High stability with respect to environmental changes

. Easy background corrections

. Computerized operation: readout, storage data
manipulation, etc.

Ul = WD =

02}

the focal plane or curve. Instruments such as the one shown in
Figure 10-6 have two sets of slits and photomultiplier tubes, one
for the UV region and one for the visible. In such instruments, at
an appropriate wavelength, the exit beam is switched from one
photomultiplier to the other by movement of the plane mirror
located between the two transducers.

Slew-Scan Spectrometers. With complex spectra made up
of hundreds of lines, scanning a significant wavelength region
takes too long and is thus impractical. To partially overcome this
problem, slew-scan spectrometers were developed in which the
grating (see Figure 10-6), or the transducer and slit, is driven
by a two-speed (or multispeed) motor. In such instruments, the
monochromator scans very rapidly, or slews, to a wavelength
near a line of interest. The scan rate is then quickly reduced
so that the instrument scans across the line in a series of small
(0.01 to 0.001 nm) steps. With slew scanning, the time spent
in wavelength regions containing no useful data is minimized,
but sufficient time is spent at analyte lines to obtain satisfactory
signal-to-noise ratios. In spectrometers, such as the one illus-
trated in Figure 10-6, in which the grating movement is under
computer control, slewing can be accomplished very efficiently.
For example, the spectrometer shown can slew to lines corre-
sponding to fifteen elements and record their intensities in less
than 5 minutes. Generally, however, these instruments are slower
and consume more sample than multichannel instruments.

Scanning Echelle Spectrometers. Figure 10-7 is a schematic
of an echelle spectrometer that can be operated either as a scan-
ning instrument or as a simultaneous multichannel spectrome-
ter. Scanning is accomplished by moving a photomultiplier tube
in both x and y directions to scan an aperture plate located on the
focal plane of the monochromator. The plate contains as many
as 300 photo-etched slits. The time required to move from one
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FIGURE 10-6 Optical diagram of a sequential ICP optical emission spectrometer. All moving parts are under computer control,
and their modes of motion are indicated by the three-dimensional arrows. Moving parts include the grating, a mirror for
transducer selection, a refractor plate for optimizing signal throughput, and a viewing mirror to optimize the plasma viewing
position. The spectrometer contains a mercury lamp for automatic wavelength calibration. Notice the axial viewing geometry.

(Courtesy of Agilent Technologies, Inc., Santa Clara, CA.)
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FIGURE 10-7 Schematic of an echelle spectrograph system.

slit to another is typically 1 s. The instrument can be operated
in a slew-scan mode. This instrument can also be converted to
a multichannel polychromator by mounting several small pho-
tomultiplier tubes behind appropriate slits in the aperture plate.

Multichannel Spectrometers

A simultaneous multichannel instrument incorporates either
a polychromator or a spectrograph. Polychromators contain a
series of photomultiplier tubes for detection, but spectro-
graphs use two-dimensional charge-injection devices (CIDs) or

charge-coupled devices (CCDs) as transducers. Older
spectrographs used photographic emulsions as transducers.

Polychromators. In some multichannel emission spec-
trometers, photomultipliers are located behind fixed slits
along the focal curve of a grating polychromator such as the
Paschen-Runge design shown in Figure 10-8. In these instru-
ments, the entrance slit, the exit slits, and the grating surface are
located along the circumference of a Rowland circle, the curvature
of which corresponds to the focal curve of the concave grating.
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FIGURE 10-8 Direct-reading ICP emission spectrometer. The polychromator is of the Paschen-Runge design. It features a concave
grating and produces a spectrum around a Rowland circle. Separate exit slits isolate each spectral line, and a separate photomulti-
plier tube converts the optical information from each channel into an electrical signal. Notice the radial viewing geometry.

PMT = photomultiplier tube; ADC = analog-to-digital converter. (From J. D. Ingle Jr. and S. R. Crouch, Spectrochemical Analysis,

p. 241, Upper Saddle River, NJ: Prentice-Hall, 1988, with permission.)

Radiation from each of the fixed slits impinges on the
photomultiplier tubes. The slits are factory configured to
transmit lines for selected elements. In these polychromators,
the pattern of lines can be changed relatively inexpensively to
accommodate new elements or to delete others. The signals
from the photomultiplier tubes are integrated, and the output
voltages are digitized. After converting to concentrations, the
results are stored and displayed. The entrance slit can be moved
tangentially to the Rowland circle by means of a stepper motor.
This device permits scanning through peaks and provides
information for background corrections.

Polychromator-based spectrometers with photomultipli-
ers as transducers have been used both with plasma and with

older sources such as arcs and sparks. For rapid routine analy-
ses, such instruments can be quite useful. For example, in the
production of alloys, quantitative determinations of twenty or
more elements can be completed within 5 minutes of receipt
of a sample; close control over the composition of a final prod-
uct is then possible.

In addition to speed, photoelectric multichannel spectrom-
eters often exhibit good analytical precision. Under ideal condi-
tions, reproducibilities of the order of 1% relative to the amount
present have been demonstrated. Because other instrument
components (such as the source) exhibit lower precision than
the spectrometer, such high precision is not often achieved in
the overall measurement. Multichannel instruments of this type
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FIGURE 10-9 Optical diagram of an echelle spectrometer with a CID. (From M. J. Pilon,
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are generally more expensive than the sequential instruments
described in the previous section and not as versatile.

A Charge-Injection Device Instrument. A number of com-
panies offer multichannel simultaneous spectrometers based on
echelle spectrometers and two-dimensional array devices. This
type of instrument has replaced other types of multichannel
emission spectrometers in many applications.

Figure 10-9 is an optical diagram of an echelle spectrometer
that has a CID for simultaneous operation.'® It uses a calcium
fluoride prism to sort the spectral orders that are subsequently
formed by the echelle grating (see also Figure 7-21). The trans-
ducer is a CID (Section 7E-3) 8.7 mm by 6.6 mm and containing
94,672 transducer elements. A toroidal camera mirror focuses
the slit images onto the transducer surface. To eliminate dark
currents in the transducer elements, the unit is housed in a
liquid nitrogen cryostat that maintains a temperature of 135 K.

A set of 39 transducer elements, called a read window, is
used to monitor each spectral line as shown in Figure 10-10a.
Normally, as shown by the projected image of one of the win-
dows labeled “examination window;” the spectral line is focused
on the 9 center elements of the window, and the 15 elements
on either side of the central set provide background intensity
data. Figure 10-10b shows the intensities recorded for the read

window for the iron 297.32 nm line.?’ Note that most of the iron
radiation falls on the central elements of the window.

One of the useful features of the CID, in contrast to the
CCD discussed next, is that the amount of charge accumulated
in an element at any instant can be monitored nondestructively;
that is, no charge is lost in the measurement process. To make
the measurement of line intensity as rapid and efficient as possi-
ble, only the charge accumulated in the 9 central elements of the
window are read initially to determine when sufficient charge
has accumulated to provide a satisfactory signal-to-noise ratio.
Only then are the remaining elements in the two 15-element sets
read to correct the observed line intensity for the background
radiation. This process goes on simultaneously at the read win-
dows for each element. With an intense line, the time required
to accumulate the desired charge is brief. With weak lines, the
charge accumulated in a brief period is often used to estimate
the integration time required to yield a satisfactory signal-to-
noise ratio. In some cases integration times of 100 s or more are
required.

Periodic wavelength calibration of the spectrometer just
described is maintained through reference to the 253.65 nm mer-
cury line from a small mercury lamp. Data files for line positions
for more than 40 elements have been developed. The file for each
element contains the wavelengths of up to ten lines and the x

“See M. J. Pilon, M. B. Denton, R. G. Schleicher, P. M. Moran, and S. B. Smith,
Appl. Spectrosc., 1990, 44, 1613, DOI: 10.1366/0003702904417490.

2'R. B. Bilhorn and M. B. Denton, Appl. Spectrosc., 1990, 44, 1538, DOIL:
10.1366/0003702904417850.
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FIGURE 10-10 (a) Schematic representing the surface of a CID. The short horizontal lines represent the
read windows. A magnified image of one of the read windows is also shown. The nine central elements
form the examination window, where a line is positioned. (b) Intensity profile for an iron line. All of the
radiation from the line falls on the 3 X 3 examination window. (From R. B. Bilhorn and M. B. Denton, Appl.

Spectrosc., 1990, 44, 1538. With permission.)

and y coordinates of each of these spectral lines with respect to
the coordinates for the mercury line. Database recalibration is
seldom necessary unless something perturbs the optics of the
system significantly. Identification of elements in samples is done
by visual inspection with the use of a video monitor and interac-
tive markers. With an ICP excitation source, detection limits that
range from a few tenths of a nanogram to 10 pg/mL have been
reported for most elements. For nonmetals such as phosphorus
and arsenic, detection limits are larger by a factor of 100.

A Charge-Coupled Device Instrument. Figure 10-11 is an
optical diagram of a commercial spectrometer with two echelle
systems and two CCDs, one system for the 160-375-nm region
and the other for the 375-782-nm range.”' Radiation from the
plasma enters the spectrometer via a slit and is then dispersed
by an echelle grating. The radiation falls on a Schmidt cross-
disperser element that separates the orders of the ultraviolet
radiation and also separates the ultraviolet and visible optical
beams. The Schmidt element consists of a grating ruled on
a spherical surface with a hole in the center to pass the visible
radiation to a prism where order separation takes place as shown
in Figure 7-23. The two dispersed beams are then focused onto
the surface of transducer elements as shown. Note that a sche-
matic representation of the surface of the ultraviolet transducer
is shown as an insert in Figure 10-11.

These unique detector systems consist of numerous sub-
arrays, or array segments, fabricated on silicon chips, with each

*'For a detailed description of this instrument, see T. W. Barnard et al., Anal.
Chem., 1993, 65, 1225, DOI: 10.1021/ac00057a020; T. W. Barnard, et al., Anal.
Chem., 1993, 65, 1231, DOI: 10.1021/ac00057a021.

subarray being custom positioned so that three to four major
emission lines for each of 72 elements fall on its surface. Each
array segment consists of a linear (rather than two-dimensional)
CCD that is made up of twenty to eighty pixels. Figure 10-12 is
a schematic of one of these array segments, which is made up of
the individual photosensitive registers, storage and output reg-
isters, and output electronics. Because each array segment can
be addressed separately, charge-integration times can be varied
over a wide enough range to provide dynamic ranges of 10> or
greater. Although there are only 224 (235 in the current pro-
duction version) of these array segments in the system, multiple
lines fall on many of the subarrays so that about 6000 lines can
be monitored simultaneously.

In the production version of this spectrometer, one of the
mirrors that guides the radiation into the optical system is under
computer control so that plasma viewing may be axial, radial, or
mixed. This arrangement also permits optimization of the spec-
trometer signal. The entire optical system is contained within a
purged temperature-controlled enclosure and is protected from
the intense UV radiation of the plasma between samples by a
pneumatically operated shutter to extend the life of the input
mirror. In addition, a mercury lamp is built into the shutter
mechanism to calibrate the spectrometer periodically. Different
models of the spectrometer are available that cover the spec-
tral range of 163-782 nm or segments thereof, depending on
whether one or both arrays are installed.

A Combination Instrument. An interesting and useful appli-
cation of both the Paschen-Runge polychromator and modular
array detectors is the spectrometer shown in the photo of Fig-
ure 10-13a. Fifteen or sixteen linear CCD array modules (eight
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FIGURE 10-11 An echelle spectrometer with segmented array of CCDs. (From T. W. Barnard et al., Anal.
Chem., 1993, 65, 1231. Figure 1, p. 1232. Copyright 1993 American Chemical Society.)
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FIGURE 10-12 Schematic of an array segment showing phototransducers,
storage and output registers, and readout circuitry. (From T. W. Barnard
et al., Anal. Chem., 1993, 65, 1231. Copyright 1993 American Chemical

Society.)

are visible) are arranged along the circumference of the Rowland
circle to provide nearly complete coverage of the range from
140 to 670 nm. Each detector module (see Figure 10-13b) con-
tains a mirror to reflect the radiation to the CCD array, which is
arranged parallel to the plane of the Rowland circle. The modules
are easily exchanged and positioned in the optical path. Because
of its relatively compact design (115 cm wide X 70 cm deep), this
spectrometer is particularly well suited to benchtop operation
and routine use in industrial and environmental laboratories.

Tutorial: Learn more about ICP spectrometers at
www.tinyurl.com/skoogpia7

Fourier Transform Spectrometers

Since the early 1980s, several workers have described
applications of Fourier transform instruments to the
ultraviolet-visible region of the spectrum by using instruments
that are similar in design to the infrared instruments discussed
in detail in Section 16B-1.?2 Much of this work has been devoted
to the use of such instruments for multielement analyses with
ICP sources. The advantages of Fourier transform instruments

2A. P. Thorne, Anal. Chem., 1991, 63, 57A, DOI: 10.1021/ac00002a712;
L. M. Faires, Anal. Chem., 1986, 58, 1023A, DOI: 10.1021/ac00122a779.
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FIGURE 10-13 Components of a simultaneous CCD-ICP spectrometer: (a) Photo of the optical system. Note the Rowland circle
with the grating in the rear, the slit in the front, and the detector array modules along the circle. (b) Array detector module con-
taining a 1024-pixel linear CCD. (Courtesy of Spectro Analytical Instruments, Inc., Mahwah, NJ.)

include their wide wavelength coverage (170 nm to > 1000 nm),
speed, high resolution, highly accurate wavelength measure-
ments, large dynamic range, compact size, and large optical
throughput. In contrast to Fourier transform infrared instru-
ments, however, ultraviolet-visible instruments of this type often
exhibit no multiplex advantage and indeed under some circum-
stances show a multiplex disadvantage (see Section 7I-1). The
reason for this difference is that the performance of infrared
instruments is usually limited by transducer noise, while ultra-
violet-visible spectrometers are limited by shot and flicker noise
associated with the source.

10A-4 Applications of Plasma Sources

Plasma sources produce spectra rich in characteristic emission
lines, which makes them useful for both qualitative and quan-
titative elemental analysis.” The ICP yields significantly better
quantitative analytical data than other emission sources. The
quality of these results stems from its high stability, low noise,
low background, and freedom from interferences when oper-
ated under appropriate experimental conditions. The newer
air-operated microwave sources have substantial promise and
should be less expensive to operate than the conventional ICP.

Sample Preparation
ICP emission spectroscopy is used primarily for the qualita-
tive and quantitative analysis of samples that are dissolved or

“For useful discussions of the applications of plasma emission sources, see
Inductively Coupled Plasma Spectrometry and Its Applications, 2nd ed., S. J. Hill,
ed., Hoboken, NJ: Wiley-Blackwell, 2007; Inductively Coupled Plasma Atomic
Emission Spectrometry: A Model Multi-Elemental Technique for Modern Analytical
Laboratory, G. A. Zachariadis, ed., Hauppauge, NY: Nova Science Publishers, Inc.,
2012.

suspended in aqueous or organic liquids. The techniques for
preparation of such solutions are similar to those described in
Section 9D-1 for flame absorption methods. With plasma emis-
sion, however, it is possible to analyze solid samples directly.
These procedures include incorporating electrothermal vapor-
ization, laser and spark ablation, and glow-discharge vaporiza-
tion, all of which were described in Section 8C-2. Suspensions of
solids in solutions can also be handled with a Babington nebu-
lizer, such as that shown in Figure 8-11d.

Elements Determined

In principle, all metallic elements can be determined by plasma
emission spectrometry. A vacuum spectrometer is necessary for
the determination of boron, phosphorus, nitrogen, sulfur, and
carbon because the emission lines for these elements lie at wave-
lengths less than 180 nm, where components of the atmosphere
absorb radiation. The usefulness for the alkali metals is limited
by two difficulties: (1) the compromise operating conditions that
can be used to accommodate most other elements are unsuited
for the alkalis, and (2) the most prominent lines of Li, K, Rb,
and Cs are located at near-infrared wavelengths, which lead to
detection problems with many plasma spectrometers that are
designed primarily for ultraviolet radiation. Because of prob-
lems of this sort, plasma emission spectroscopy is generally lim-
ited to the determination of about 60 elements.

The periodic table of Figure 10-14 shows the applicability of
ICP emission spectrometry to various elements. The detection
limits for the best lines for each of the elements are indicated by
the color and degree of shading. The areas of shading indicate the
number of lines for each element that yields a detection limit within
a factor of 3 of the best line. The more such lines that are available,
the greater the chance that a usable line can be found that is free
from interference when the matrix yields a line-rich spectrum.
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FIGURE 10-14 Periodic table characterizing the detection power and number of
useful emission lines of ICP by using a pneumatic nebulizer. The color and degree
of shading indicate the range of detection limits for the useful lines. The area of
shading indicates the number of useful lines. (Adapted from Inductively Coupled
Plasma Emission Spectroscopy, Part 1, p. 143, P. W. J. M. Boumans, ed., New York:

Wiley, 1987. With permission.)

Line Selection

Figure 10-14 shows that most elements have several prominent
lines that can be used for identification and determination pur-
poses. Wavelength data recorded to three decimal places with
appropriate intensity information for prominent lines for more
than 70 elements can be found in several publications.** Thus, a
suitable line for the determination of any element can usually be
found. Selection depends on a consideration of what elements
other than the analyte may be present in the sample and whether
there is any likelihood that lines of these elements will overlap
analyte lines.

Calibration Curves

Calibration curves for plasma emission spectrometry most
often consist of a plot of an electrical signal proportional to line
intensity versus analyte concentration. When the range of con-
centrations is large, log-log plots may be used instead. Figure
10-15 shows typical calibration curves for four trace elements
present in steel samples. Often, calibration plots are linear, as

*See R. K. Winge, V. A. Fassel, V. J. Peterson, and M. A. Floyd, Inductively
Coupled Plasma Emission Spectroscopy: An Atlas of Spectral Information, New
York: Elsevier, 1985; P. W. J. M. Boumans, Line Coincidence Tables for Inductively
Coupled Plasma Spectrometry, 2nd ed., Oxford: Pergamon, 1984; C. C. Wohlers,
ICP Information Newslett., 1985, 10, 601.

are the central two curves in the figure. Departures from lin-
earity often occur, however, when large concentration ranges
are covered (see the outer two lines in Figure 10-15). A major
cause of nonlinearity is self-absorption, in which the output
signal is reduced because of absorption by ground-state atoms
in the medium. Self-absorption becomes evident only at high
analyte concentrations and causes the calibration curve to bend
toward the horizontal axis. None of the plots in Figure 10-15
show evidence of self-absorption. Nonlinearity also arises from
erroneous background corrections, from ionization, and from
nonlinear responses of the detection systems. The nonlineari-
ties in the curves for niobium and thallium at low concentra-
tions are probably a result of incorrect background corrections.
Note that the departures from linearity are away from the con-
centration axis.

An internal standard is often used in emission spectrome-
try. In this case, the vertical axis of the calibration curve is the
ratio or the log ratio of the detector signal for the analyte to the
detector signal for the internal standard. Figure 10-16 shows
calibration curves for several elements. In these experiments
a fixed amount of yttrium was incorporated in all of the stan-
dards, and the relative intensity of the analyte line to that of an
yttrium line at 242.2 nm served as the analytical variable. Note
that all the curves are linear and cover a concentration range
of nearly three orders of magnitude. Note also that some of the
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FIGURE 10-15 Typical calibration curves in ICP emission
spectrometry. (From V. A. Fassel and R. N. Kniseley, Anal. Chem.,
1974, 46, 1110A, DOI: 10.1021/ac60349a023. Copyright 1974
American Chemical Society.)

data were obtained by introducing various amounts of the ana-
lyte and internal standard into pure water. Other data are for
solutions that contained relatively high concentrations of dif-
ferent salts, thus demonstrating a freedom from interelement
interference.

As in atomic absorption spectroscopy, one or more stan-
dards should be introduced periodically to correct for the effects
of instrument drift. The improvement in precision that results
from this procedure is illustrated by the data in Table 10-2. Note
also the improved precision when higher concentrations of
analyte are measured.

Interferences
As was noted previously, chemical interferences and matrix
effects are significantly lower with plasma sources than with other
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FIGURE 10-16 Internal standard calibration curves with an ICP
source. Here, an yttrium line at 242.2 nm served as an internal
standard. Notice the lack of interelement interference. (From V. A.
Fassel, Science, 1978, 202, 183. With permission. Copyright 1978 by
the American Association for the Advancement of Science.)

atomizers. At low analyte concentrations, however, the background
emission due to recombination of argon ions with electrons is large
enough to require careful corrections. For both single-channel and
multichannel instruments, this correction is made by taking back-
ground readings on either side of the line of interest. State-of-the-
art instruments include software designed to make background
corrections automatically or under operator control.

Because ICP spectra for many elements are so rich in lines,
spectral interferences are always possible. To avoid this type of
error requires knowledge of all of the components likely to be

TABLE 10-2 Effect of Standardization Frequency on Precision of ICP Data

Relative Standard Deviation, %

Frequency of Concentration Multiple above Detection Limit

Recalibration, hours 10' to 10 10° to 10’ 10’ to 10* 10% to 10°
0.5 3-7 1-3 1-2 1.5-2
2 5-10 2-6 1.5-2.5 2-3
8 8-15 3-10 3-7 4-8

Data from R. M. Barnes, in Applications of Inductively Coupled Plasmas to Emission Spectroscopy, R. M. Barnes, ed., p. 16, Philadelphia: The Franklin Institute Press,

1978. With permission.
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TABLE 10-3 Comparison of Detection Limits for Several Atomic Spectral Methods

Number of Elements Detected at Concentrations of

Method <1 ppb 1-10 ppb
ICP emission 9 32
Flame atomic emission 4 12
Flame atomic fluorescence 4 14
Flame atomic absorption 1 14

11-100 ppb 101-500 ppb =500 ppb
14 6 0
19 6 19
16 4 6
25 3 14

Data abstracted with permission from V. A. Fassel and R. N. Kniseley, Anal. Chem., 1974, 46 (13), 1110A. Copyright 1974 American Chemical Society.

Detection limits correspond to a signal that is twice as great as the standard deviation for the background noise.

present in the sample and a careful study of the information in
the reference works listed in note 23. The software for modern
computerized instruments has powerful routines for wavelength
and concentration calibration, spectral analysis, and deconvolu-
tion of overlapping lines. These features coupled with integrated
databases of spectral lines make spotting and correcting for
interferences an integral part of the analytical process.

Detection Limits

In general, detection limits with the ICP source are comparable
to or better than other atomic spectral procedures. Table 10-3
compares detection limits for several of these methods. Note
that more elements can be detected at levels of 10 ppb or less
with plasma excitation than with other emission or absorption
methods. As we shall see in Chapter 11, the ICP coupled with
mass spectrometric detection improves detection limits by two
to five orders of magnitude for many elements and is thus strong
competition for ICP optical emission spectroscopy.

10B EMISSION SPECTROSCOPY BASED
ON ARC AND SPARK SOURCES

Arc and spark source spectroscopies were the first instrumental
methods to become widely used for analysis. These techniques,
which began to replace the classical gravimetric and volumet-
ric methods for elemental analysis in the 1920s, were based on
excitation of emission spectra of elements with electric arcs or
high-voltage sparks. These spectra permitted the qualitative
and quantitative determination of metallic elements in a vari-
ety of sample types, including metals and alloys, soils, miner-
als, and rocks.” Arc and spark sources are still used in some

ZFor additional details, see J. D. Ingle Jr. and S. R. Crouch, Spectrochemical
Analysis, Chap. 9, Upper Saddle River, NJ: Prentice-Hall, 1988; R. D. Sacks, in
Treatise on Analytical Chemistry, 2nd ed., P. J. Elving, E. ]. Meehan, and I. M.
Kolthoff, eds., Part I, Vol. 7, Chap. 6, New York: Wiley, 1981; P. W. J. M. Boumans
in Analytical Emission Spectroscopy, Vol. 1, Part I, E. L. Grove, ed., New York:
Marcel Dekker, 1972.

situations for qualitative and semiquantitative analysis, partic-
ularly in the metals industries. Arcs and sparks are gradually
being displaced by plasma sources, and it appears likely that
this trend will continue.

In arc and spark sources, sample excitation occurs in the
gap between a pair of electrodes. Passage of electricity from
the electrodes through the gap provides the necessary energy
to atomize the sample and produce atoms or ions in electronic
excited states.

10B-1 Characteristics of DC Arcs and
High-Voltage Sparks

Arc and spark source methods are currently limited to the
elemental analysis of solids because liquids and gaseous sam-
ples are handled much more conveniently by plasma emission
methods. If the sample is a metal, electrodes can be formed
from the sample by milling, by turning, or by casting the mol-
ten metal in a mold. For nonmetallic solids, the sample is
often supported on an electrode. Carbon is an ideal electrode
for many applications. It can be obtained in a highly pure
form, is a good conductor, has good heat resistance, and is eas-
ily shaped.

Because of their instabilities, it is necessary to integrate
the emission signals from arc and spark sources for at least
20 s and often for a minute or more. This requirement makes
the sequential spectrometers, such as those described in sec-
tion 10A-4, impractical for most applications. Simultaneous
multichannel instruments are most often used. Spectrographs,
polychromators, and array detector-based multichannel instru-
ments are used.

Direct-current arc sources produce spectra that are rich
in intense lines for atoms and contain a lesser number for ionic
species. Direct-current arcs produced from a carbon or graphite
electrode in air emit intense bands due to the presence of cyano-
gen radicals (CN). As a result, most of the region between 350 to
420 nm is useless for elemental analysis. High-voltage sparks are
much more energetic than typical direct-current arcs. Because



of this, ionic spectra are much more pronounced in a high-
voltage spark than in a direct-current arc. In fact, lines emitted
by ions are often termed “spark lines” by spectroscopists, while
atom lines are sometimes called “arc lines”

10B-2 Applications of Arc and

Spark Emission

Arc sources are particularly useful for qualitative and
semiquantitative analysis of nonmetallic samples, such as soils,
plant materials, rocks, and minerals. The precision obtainable
with an arc source is usually poorer than that with a spark source
and generally much poorer than that with a plasma source.
Currently, the primary use for spark emission spectroscopy is for
the identification and analysis of metals and other conducting
materials. High-voltage sparks have also become important
devices for ablating solid samples prior to introduction into
plasma excitation sources.

An important use for spark and arc spectrometers is
in foundry and shop floors, scrapyards, and metal-casting
facilities. The instruments for these are often mobile and may
be equipped with a handheld spark or arc gun that the opera-
tor can touch to the metal surface to excite atoms of the sample.
These devices can be used for the rapid identification of alloy
types and for sorting metals by type in scrapyards and recycling
centers.

10C OTHER SOURCES FOR OPTICAL
EMISSION SPECTROSCOPY

In addition to plasma, arc, and spark sources, two additional
sources are also used: flame emission sources and the glow-
discharge source.

10C-1 Flame Emission Sources

For many years, flames have been used to excite emission spectra
for various elements, and most modern atomic absorption
spectrometers may be adapted for flame emission measure-
ments. Flames are not widely used for this purpose, however,
because for most single-element determinations, absorption
methods provide as good or better accuracy, convenience, and
detection limits. For multielement analyses, plasma sources are
far superior to flames in most regards. For these reasons flame
emission spectrometry is little used except for the determina-
tion of the alkali metals and occasionally calcium. These ele-
ments are excited at the relatively low temperatures of flames
to give spectra that are remarkably simple and free of interfer-
ence from other metallic species. Alkali-metal spectra generally
consist of a relatively few intense lines, many of which are in
the visible region and are well suited to quantitative emission
measurements.
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Because these spectra are simple, basic filter photometers
can be quite adequate for routine determinations of the alkali
and alkaline-earth metals. A low-temperature flame is used to
avoid excitation of most other metals. As a result, interference
filters can isolate the appropriate emission line.

Several instrument manufacturers supply flame pho-
tometers designed specifically for the determination of
sodium, potassium, lithium, and sometimes calcium in blood
serum, urine, and other biological fluids. Single-channel and
multichannel (two to four channels) instruments are available
for these determinations. In the multichannel instruments,
each channel can be used to determine a separate element
without an internal standard, or one of the channels can be
reserved for an internal standard such as lithium. The ratios of
the signals from the other channels to the signal of the lithium
channel are then taken to compensate for flame noise and noise
from fluctuations in reagent flow rate. Flame photometers
such as these have been coupled with flow injection systems to
automate the sample-introduction process (see Section 33B-3).
Typically, relative standard deviations for flow-injection-
analysis-based flame photometric determinations of lith-
ium, sodium, and potassium in serum are on the order of a
few percent or less. Automated flow injection procedures
require 1/100 the amount of sample and 1/10 the time of batch
procedures.*®

Although the alkali metals are determined daily in a huge
number of samples throughout the world, most are clinical
samples that are analyzed potentiometrically (see Chapter 23).
Flame photometry is currently used for only a fraction of these
samples.

10C-2 Glow-Discharge Sources

The glow discharge, which is described in Section 8C-2 and Sec-
tion 9A-3, has proven to be a useful source for exciting emission
spectra of metals, alloys, and other solid materials.”” Glow-
discharge optical emission spectroscopy (GDOES) has become a
mature technique in recent years, and several instrument manu-
facturers offer glow-discharge sources as well as complete spec-
trometers configured for this type of analysis. Glow-discharge
spectroscopy is a versatile technique in that it is capable of bulk
analysis and depth profiling of solids.

Figure 10-17 shows a typical cell for GDOES, and it is
similar in many respects to the absorption cells described in
Sections 8C-2 and 9A-3. A dc voltage of up to 1 kV applied
between the electrodes produces sputtering of the solid sample

%G. N. Doku and V. P. Y. Gadzekpo, Talanta, 1996, 43, 735, DOI:
10.1016/0039-9140(95)01808-5.

¥ Glow Discharge Plasmas in Analytical Spectroscopy, R. K. E. Marcus and J. A. C. E.
Broekaert, eds., Hoboken, NJ: Wiley, 2003.
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FIGURE 10-17 Diagram of a Grimm-type glow-discharge source.
(From M. Boucharcourt and F. Schwoehrer, in Glow Discharge Optical
Emission Spectrometry, R. Payling, D. G. Jones, and A. Bengtson,
eds., p. 54, New York: Wiley, 1997, with permission.)

at a current of 40-200 mA. In the glow discharge, at the cathode
surface, ground-state analyte atoms become excited by collision
with high-energy electrons, relax, and emit their characteris-
tic radiation. Radio-frequency (RF) excitation, which permits
nonconducting materials to be analyzed by GDOES, is available

in some commercial instruments, and pulsed dc and pulsed RF
modes have been explored to increase line intensities.?

GDOES depth profiling is illustrated in the curves of
Figure 10-18 for a sample of brass. The plots show profiles for
seven monitored elements as a function of time from the ini-
tiation of the glow discharge. During the pre-integration
period, surface contaminants volatilize, and over a period of
60 s, the signals reach a relatively constant level corresponding
to the composition of the bulk material. The length of the pre-
integration period is best determined by the precision of the
signal at various times during the sputtering process. For the
sample illustrated, the precision was optimal at about 3% rela-
tive over the period indicated by I;. This period was thus cho-
sen for the determination of the composition of similar samples.
Depending on the nature of the analysis, the power, the pressure,
and the pre-integration and integration periods can be selected
to optimize results.” The relatively constant signal levels for all
of the elements indicate uniform composition throughout the

2N. Jakubowski, A. Bogaerts, and V. Hoffmann, Atomic Spectroscopy in Elemental
Analysis, M. Cullen, ed., p. 120, Boca Raton, FL: CRC Press, 2004.

#T. A. Nelis and R. A. Payling, Glow Discharge Optical Emission Spectroscopy,
pp. 23-24, New York: Springer, 2004.
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FIGURE 10-18 Qualitative depth profile of a brass sample, showing major and minor
elements, indicating the time regions to be used for pre-integration (60 s) and three 10-s
integration periods I, I,, and I5. (From T. A. Nelis and R. A. Payling, Glow Discharge Optical
Emission Spectroscopy, p. 23, New York: Springer, 2004. With permission.)
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FIGURE 10-19 RF-GDOES depth profile of a microelectronic multilayer system. Note the
thickness and composition of each layer shown above each peak or band and the elemental
composition indicated by the curves. (From N. Jakubowski, A. Bogaerts, and V. Hoffmann,
Atomic Spectroscopy in Elemental Analysis, M. Cullen, ed., p. 129, Boca Raton, FL: CRC Press,

2004. With permission.)

sample. In Figure 10-19, we see a depth profile of an electronic
integrated circuit obtained using GDOES with RF excitation.
The emergence with time of a peak or a band indicates the
appearance of the elements contained in each successive layer of
the circuit materials. Labels above each curve indicate the iden-
tity and thickness of each layer.*

Because of the low background levels of GDOES, detection
limits on the order of parts per million are typical using the

*N. Jakubowski, A. Bogaerts, and V. Hoffmann, Atomic Spectroscopy in Elemental
Analysis, M. Cullen, ed., p. 120, Boca Raton, FL: CRC Press, 2004.

» QUESTIONS AND PROBLEMS

Grimm source of Figure 10-17. The dynamic range is relatively
large compared to arc and spark sources, and relative standard
deviations of 1% or lower are common with these devices.!

Recent work with glow discharges has developed the
solution-cathode technique that has several advantages.*
Unlike plasma sources, the solution-cathode glow discharge
requires no gas or fuel and can sample analytes directly without
a nebulizer.

7. A. C. Broekaert, Analytical Atomic Spectrometry with Flames and Plasmas,
pp. 244-246. Hoboken, NJ: Wiley-VCH, 2002.

*Wang, Zheng, A. J. Schwartz, S. J. Ray, and G. M. Hieftje, J. Anal. Atom.
Spectrosc., 2013, 28, 234, DOI: 10.1039/c2ja30253e.

*Answers are provided at the end of the book for problems marked with an asterisk.

Problems with this icon are best solved using spreadsheets.

10-1 What is an internal standard and why is it used?

10-2
flame atomic absorption methods?

10-3

Why are atomic emission methods with an ICP source better suited for multielement analysis than are

Why do ion lines predominate in spark spectra and atom lines in arc spectra?

*10-4 Calculate the theoretical reciprocal linear dispersion of an echelle grating with a focal length of 0.85 m, a
groove density of 120 grooves/mm, and a diffraction angle of 61°16" when the diffraction order is (a) 30 and

(b) 90.
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Y QUESTIONS AND PROBLEMS (continued)

10-5 Why are arc sources often blanketed with a stream of an inert gas?

10-6 Describe three ways of introducing a sample into an ICP torch.

10-7 What are the relative advantages and disadvantages of ICP plasmas compared to microwave plasmas?
10-8 Why are ionization interferences less severe in ICP than in flame emission spectroscopy?

10-9 What are some of the advantages of plasma sources compared with flame sources for emission
spectrometry?

10-10 Discuss the advantages and disadvantages of sequential versus simultaneous multichannel ICP
spectrometers.

10-11 Gold can be determined in solutions containing high concentrations of diverse ions by ICP-AES.* Aliquots
of 5.00 mL of the sample solution were transferred to each of four 50.0 mL volumetric flasks. A standard
solution was prepared containing 10.0 mg/L Au in 20% H,SO,, and the following quantities of this solution
were added to the sample solutions: 0.00, 2.50, 5.00, and 10.00 mL added Au in each of the flasks. The
solutions were made up to a total volume of 50.0 mL, mixed, and analyzed by ICP-AES. The resulting data
are presented in the following table.

Volume of Emission Intensity,
Standard, mL Counts
0.00 12,568
2.50 19,324
5.00 26,622
10.00 40,021

(a) Use a spreadsheet to perform a least-squares analysis to determine the slope, intercept, and regression
statistics, including the standard deviation about regression.

(b) Use your results to find the concentration of gold in the sample solution in mg/L.

(c) The known concentration of gold in the sample is 8.51 mg/L. Test the hypothesis that your result is
equal to this value at the 95% confidence level.

B Challenge Problem

10-12 Watters et al. have discussed uncertainties associated with calibration curves for ICP-OES and procedures
for optimizing the results of least-squares analysis of such data.**

(@) The central issue addressed by these workers is whether a weighted or an unweighted least-squares
procedure is appropriate for ICP calibration. What is the primary criterion for deciding which proce-
dure to use?

(b) What do the terms homoscedasticity and heteroscedasticity mean?
(c) The model used by these workers for the ICP curves is represented by the following equation:
Y; = a + bx; + error;

Define each variable in the equation, and describe the significance of the relationship embodied in it.

(d) Watters et al. chose to model the error in ICP working curves in terms of concentration rather than
intensity. What is their rationale for this choice?

3] A. Whitehead, G. A. Lawrance, and A. McCluskey, Aust. J. Chem., 2004, 57, 151, DOI: 10.1071/CH03198.
*R. L. Watters Jr., R. J. Carroll, and C. H. Spiegelman, Anal. Chem., 1987, 59, 1639, DOL: 10.1021/ac00140a013.
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(e) One of the suggested models for the error in the calibration curves is
o(x) = c+ dx + ex’

Describe the significance of each variable, and characterize the nature of the model.

(f) How is o(x) determined in practice?
(g) Shot noise and source flicker noise correspond to which variables in the expression shown in (e)?

(h) What experimental noise sources are constant? Which variable in the expression shown in (e) corre-
sponds to these sources (or source)?

(i) What is the relationship of the following alternative model to the model in (e)?
oX(x) = g+ hx + kx?

(j) What is the purpose of the models in (e) and (i)?

(k) What is the significance of each of the variables a and b?

(1) The authors conclude that “if heteroscedasticity is ignored, confidence intervals will be too narrow at
the high end and too wide at the low end of the ICP calibration curve. The magnitude of these effects
will depend on the particular dilution scheme used to make the calibration standard solutions.” How
does the dilution scheme for standards affect the results of least-squares analysis on ICP calibration
curves?

(m) Create an Excel spreadsheet similar to the one shown next containing data from Table I of the paper by
Watters et al., and perform both unweighted and weighted least-squares analysis of the data. First use
LINEST to perform the unweighted analysis, and then perform an unweighted analysis using Solver to
minimize cell C25 by varying B14 and C14. Compare the results obtained by both methods. Compare
and contrast advantages of each method.”

A B C D E F G H |
1 Concn, Intensity Si s s
2 Hg/pL (counts) (obsd) (10reps) | (4 reps) LINEST
3 0.00 11.33 8.54 7.88 6.97 b a
4 0.0101 16.60 7.88 7.98 7.03 Value
5 0.0251 37.92 9.06 8.12 7.12 Uncertainty
6 0.0503 57.00 8.46 8.36 7.28 R/ Sy
7 0.101 149.88 6.13 8.84 7.58 F/dF
8 0.251 369.24 11.57 10.25 8.50 SSreg/SSres
9 0.503 763.36 11.94 12.48 10.02
10 2.51 3688.46 26.24 25.42 22.25
11 5.03 7431.08 29.12 29.30 37.55
12
13 |Unweighted b a Weighted(10] b a Weighted(4) b a
14
15| bx+a Resid Resid? bx+a Resid | Resid?/s?2| bx+a Resid | Resid?/s?
16
17_|Cell A16=$B$14*A3+$C$14 Cell B14=Initial estimate of slope
18 [Cell B16=B3-A16 Cell C14=Initial estimate of intef’cept
19 [Cell C16=B16"2
20 |Cell D16=$E$14*A3+$F$14
21 |Cell F16+E16°2*(1/D3/2)
22 |Cell C25=SUM(C16:C24)
23 |Cell C26=SQRT(C25/(COUNT(C16:C24)-2))
24
25 SS 0.0000 SS 0.0000 SS 0.000
26 S, 0.0000 S, 0.0000 S 0.0000

*S. R. Crouch and F. J. Holler, Applications of Microsoft® Excel in Analytical Chemistry, 3rd ed., pp. 95, 131-138, Belmont,
CA: Cengage Learning, 2017.
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Y QUESTIONS AND PROBLEMS (continued)

(n)

(o)

Repeat the analysis for the ten-replicate data using the formulas provided in the spreadsheet
documentation. Formulas entered in row 16 must be copied into rows 17-24. Minimize cell F25 by
varying cells E14 and F14 using Solver to obtain estimates of the slope and intercept. Repeat the analysis
for the four-replicate data using Solver to minimize cell 125 by varying cells H14 and 114. Compare your
procedures and results to those of Watters et al. and comment on any differences. What advantage does
weighted least-squares analysis have over unweighted analysis?

Add a section to your Excel spreadsheet to compute the mean and standard deviation of the
concentration of an analyte given a number of measurements of sample ICP emission intensity.*®

There are a number of commercial and noncommercial sources on the Internet for Excel add-ins,
which are programs or function packs that supplement the built-in functions of Excel. For exam-
ple, Solver is actually an add-in that is produced by an independent contractor and that is available
from the vendor in an enhanced version. Use a search engine such as Google to locate the websites of
programmers and vendors that offer add-ins to perform weighted least-squares analysis. One such
vendor is XLSTAT (www.xlstat.com). Download the demonstration version of XLSTAT, install it on
your computer, and use it to perform weighted and unweighted least-squares analysis on the data of
(n). Note that you must calculate the weighting factors from the standard deviations given in the paper
and that you may need to scale them. You should calculate columns in your spreadsheet containing
1/s*, and then divide each cell by the largest value in the column. Weighting factors need be only
proportional to the variance, so you can scale them in any convenient way. Compare the results from
XLSTAT with the results from your spreadsheet, and comment on the ease of use and functionality
of XLSTAT. XLSTAT contains many other useful statistics and numerical analysis functions and is
available at modest cost to students who desire permanent use of the add-in.

*D. A. Skoog, D. M. West, F. J. Holler, and S. R. Crouch, Fundamentals of Analytical Chemistry, 9th ed., pp. 173-174,
Belmont, CA: Brooks/Cole, 2014.
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Atomic Mass Spectrometry

tomic mass spectrometry is a versatile

and widely used tool for identifying the

elements present in samples of matter and
for determining their concentrations. Nearly all the
elements in the periodic table can be determined by
mass spectrometry. Atomic mass spectrometry offers
a number of advantages over the atomic optical
spectrometric methods considered in the preceding
chapters, including (1) detection limits that are, for
many elements, as great as three orders of magnitude
better than optical methods; (2) remarkably simple
spectra that are usually unique and often easily
interpretable; and (3) the ability to measure atomic
isotopic ratios. Disadvantages include (1) instrument
costs that are two to three times that of optical
atomic instruments, (2) instrument drift that can be
as high as 5% to 10% per hour, and (3) certain types
of interference effects that are discussed later.

’? Throughout this chapter, this logo indicates
= an opportunity for online self-study at
www.tinyurl.com/skoogpia7, linking you to
interactive tutorials, simulations, and exercises.

11A SOME GENERAL FEATURES OF
ATOMIC MASS SPECTROMETRY

An atomic mass spectrometric analysis' contains the following
steps: (1) atomization, (2) conversion of a substantial fraction
of the atoms formed in step 1 to a stream of ions (usually singly
charged positive ions), (3) separating the ions formed in step 2 on
the basis of their mass-to-charge ratio (m/z), where m is the mass
number of the ion and z is the number of fundamental charges
that it bears,” and (4) counting the number of ions of each type or
measuring the ion current produced when the ions formed from
the sample strike a suitable transducer. Because most of the ions
formed in step 2 are singly charged (z = +1), m/z is usually sim-
ply the mass number of the ion. Steps 1 and 2 require the same
techniques that were discussed in Section 8C for atomic optical
spectroscopy. Steps 3 and 4 are carried out with a mass spectrom-
eter. The data from mass spectrometry are usually presented as a
plot of relative intensity or ion abundance versus m/z.

11A-1 Atomic Masses in

Mass Spectrometry

At the outset, it is worthwhile to point out that the atomic masses in
the literature of mass spectrometry, and in this chapter, differ from
those used in most other subdisciplines of analytical chemistry,
because mass spectrometers discriminate among the masses of iso-
topes but other analytical instruments generally do not. We review
briefly some terms related to atomic (and molecular) masses.

'For general treatments of atomic mass spectrometry, see S. Becker, Inorganic
Mass Spectrometry, Chichester, UK: Wiley, 2007; J. R. A. De Laeter, Applications
of Inorganic Mass Spectrometry, Hoboken, NJ: Wiley-Interscience, 2001; C. M. A.
Barshick, D. C. A. Duckworth, and D. H. A. Smith, Inorganic Mass Spectrome-
try: Fundamentals and Applications, New York: Dekker, 2000. For general discus-
sion of mass spectrometry, see J. H. Gross, Mass Spectrometry: A Textbook, 2nd
ed., Berlin: Springer-Verlag, 2011; C. Dass, Fundamentals of Contemporary Mass
Spectrometry, Hoboken, NJ: Wiley, 2007; E. A. de Hoffmann and V. A. Stroobant,
Mass Spectrometry: Principles and Applications, 3rd ed., Hoboken, NJ: Wiley,
2007; J. T. Watson and O. D. Sparkman, Introduction to Mass Spectrometry, 4th
ed., Chichester, UK: Wiley, 2007.

*Strictly, the mass number m is unitless as is z, the number of fundamental
charges on an ion. The quantity z, which is an integer, is equal to g/e, where g is
the charge on the ion and e is the charge on the electron, both measured in the
same units (e.g., coulombs). For a review of mass spectrometry definitions and
terms, see K. K. Murray, et al., Pure Appl. Chem., 2013, 85, 1515, DOI: 10.1351/
PAC-REC-06-04-06.

253



254 Chapter 11 Atomic Mass Spectrometry <«

Atomic and molecular masses are generally expressed on
the atomic mass scale, which is based on a specific isotope of car-
bon. One unified atomic mass unit on this scale is equal to 1/12
the mass of a neutral '2C atom. The unified atomic mass unit is
given the symbol u. One unified atomic mass unit is commonly
termed one dalton (Da), which has become the accepted term
even though it is not an official SI unit. The older term, atomic
mass unit (amu) is discouraged since it was based on the most
abundant stable isotope of oxygen '°O. Thus, one unified atomic
mass unit, or Da, is

mass of 1 atom'2C = 12 *C/mol *C
6 6.022142 X 10% atoms 2C/mol 2C

1.992646 X 10~ * g/atom *C

1.992646 X 10~ *° kg/atom *C

The unified atomic mass unit is then

lu = 1Da

1
5(1.992646 X 1072 g)

1.6605387 X 10 ** g
= 1.6605387 X 10" * kg

The relative atomic mass of an isotope such as }3Cl is then
measured with respect to the mass of the reference '3C atom.
Chlorine-35 has a mass that is 2.914071 times greater than the
mass of the carbon isotope. Therefore, the atomic mass of the
chlorine isotope is

atomic mass 35Cl = 2.914071 X 12.000000 Da

34.968853 Da

Because 1 mol of ';C weighs 12.000000 g, the molar mass of
35Cl is 34.968853 g/mol.?

In mass spectrometry, in contrast to most types of chem-
istry, we are often interested in the exact mass m of particular
isotopes of an element or the exact mass of compounds contain-
ing a particular set of isotopes. Thus, we may need to distinguish
between the masses of compounds such as

12C1H4 m

(12.000000 X 1) + (1.008 X 4)

16.03200 Da
BCH, m = (13.0000 X 1)+ (1.008 X 4)

17.0320 Da

RCH,H, m = (12.0000 X 1)+ (1.008 X 3)

+ (2.0160 X 1)

17.0400 Da

*A listing of the isotopes of all of the elements and their atomic masses can
be found in several handbooks, such as Handbook of Chemistry and Physics,
96th ed., Boca Raton, FL: CRC Press, 2015, also available online through many
libraries.

We have presented the isotopic masses in the aforementioned
calculations with four digits to the right of the decimal point.
Normally, exact masses are quoted to three or four figures
to the right of the decimal point because typical high-
resolution mass spectrometers make measurements at this
level of precision.

In other contexts, we use the term nominal mass, which
implies a whole-number precision in a mass measurement.
Thus, the nominal masses of the three isomers just cited are 16,
17, and 17 Da, respectively.

The chemical atomic mass, or the average atomic mass (A),
of an element in nature is given by the equation

A=Ap, +Ap, + -+ Ap, = D Ap,
i=1

where A}, A,, ..., A, are the atomic masses in daltons of the n
isotopes of the element and py, p,, . . . , p,, are the fractional abun-
dances of these isotopes in nature. The chemical atomic mass is,
of course, the type of mass of interest to chemists for most pur-
poses. The average, or chemical, molecular mass of a compound
is then the sum of the chemical atomic masses for the atoms
appearing in the formula of the compound. Thus, the chemical
molecular mass of CH, is 12.011 + (4 X 1.008) = 16.043Da.
The atomic or molecular mass expressed without units is the
mass number.

11A-2 Mass-to-Charge Ratio

One other term that is used throughout this chapter is the
mass-to-charge ratio of an atomic or molecular ion. The
mass-to-charge ratio of an ion is the unitless ratio of its mass
number to the number of fundamental charges z on the ion.
Thus, for “C'H,*, m/z = 16.032/1 = 16.032. For ®C'H,**,
m/z = 17.032/2 = 8.516. Because most ions in mass spec-
trometry are singly charged, the term mass-to-charge ratio is
sometimes shortened to the more convenient term rmass. Strictly
speaking, this abbreviation is not correct, but it appears widely
in the mass spectrometry literature.

11A-3 Types of Atomic Mass Spectrometry
Table 11-1 lists the most important types of atomic mass
spectrometry. Historically, thermal ionization mass spec-
trometry and spark source mass spectrometry (SSMS) were
the first mass spectrometric methods developed for quali-
tative and quantitative elemental analysis, and these types
of procedures still find applications, although they are now
overshadowed by some of the other methods listed in Table
11-1, particularly inductively coupled plasma mass spectrom-
etry (ICPMS). Note that the first three entries in the table are
hyphenated methods, combinations of two instrumental tech-
niques that produce analytical results superior in some way to
the results from either of the original individual methods. We
shall encounter a number of hyphenated methods elsewhere
in this book.



TABLE 11-1 Types of Atomic Mass Spectrometry

Initialism or Acronym

Inductively coupled plasma ICPMS
Direct current plasma DCPMS
Microwave-induced plasma MIPMS
Spark source SSMS
Thermal ionization TIMS
Glow discharge GDMS
Laser microprobe LMMS
Secondary ion SIMS
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Atomic Ion Sources

High-temperature argon plasma
High-temperature argon plasma
High-temperature argon plasma
Radio-frequency electric spark
Electrically heated plasma
Glow-discharge plasma
Focused laser beam

Accelerated ion bombardment

Typical Mass Analyzer

Quadrupole
Quadrupole
Quadrupole
Double-focusing
Double-focusing
Double-focusing
Time-of-flight

Double-focusing

Before examining the various methods for atomization and
ionization found in the table, we describe briefly how mass spec-
trometers are used to separate and measure ionic species.

11B MASS SPECTROMETERS

A mass spectrometer is an instrument that produces ions and
separates them according to their mass-to-charge ratios, m/z.
Most of the ions we will discuss are singly charged so that the
ratio is simply equal to the mass number of the ion. Several
types of mass spectrometers are currently available from instru-
ment manufacturers. In this chapter, we describe the three
types that are used in atomic mass spectrometry: the quadru-
pole mass spectrometer, the time-of-flight mass spectrometer,
and the double-focusing mass spectrometer. Other types of mass
spectrometers are considered in Chapter 20, which is devoted
to molecular mass spectrometry. The first column in Table 11-1
indicates the types of atomic mass spectrometry in which each
of the three kinds of mass spectrometer is usually applied.

The block diagram in Figure 11-1 shows the principal
components of all types of mass spectrometers. The purpose
of the inlet system is to introduce a micro amount of sam-
ple into the ion source where the components of the sample
are converted into gaseous ions by bombardment with elec-
trons, photons, ions, or molecules. Alternatively, ionization
is accomplished by applying thermal or electrical energy. The
output of the ion source is a stream of positive (most com-
mon) or negative gaseous ions that are then accelerated into
the mass analyzer.

The function of the mass analyzer is analogous to the
monochromator in an optical spectrometer. In a mass analyzer,
however, dispersion depends on the mass-to-charge ratio of ana-
lyte ions rather than on the wavelength of photons.

Like an optical spectrometer, a mass spectrometer contains
a transducer that converts the beam of ions into an electrical
signal that can then be processed, stored in the memory of

107*to 1077 Pa (10 % to 1077 torr)

|
| |
. . |
: Sorting Detection |
| Tonization of ions of ions |
: Gaseous Mass Ton l
ion source analyzer transducer
| Y |
| |
N S L
1 | Data
—— —— 1 handling -
I Vacuum | Signal
pump | processor
Data
output
Mass
spectrum

FIGURE 11-1 Components of a mass spectrometer.

a computer, and displayed or stored. Unlike most optical
spectrometers, mass spectrometers require an elaborate vac-
uum system to maintain a low pressure in all of the components
except the signal processor and readout. Low pressure ensures
infrequent collisions in the mass spectrometer to produce and
maintain free ions and electrons.*

In the sections that follow, we first describe the various
transducer systems that are used in mass spectrometers. Then
we consider the three types of mass analyzers that are commonly
used in atomic mass spectrometers. Later sections contain mate-
rial on the nature and operation of common ion sources for
atomic mass spectrometers.

“The SI unit of pressure is the pascal (Pa), which is one newton of force per square
meter of area. It is common in mass spectrometry to find pressures quoted in
torr (mm of mercury). These manometric units are readily converted to Pa since
1torr = 133.3 Pa (very roughly 100 Pa/torr).
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11B-1 Transducers for Mass Spectrometry
Several types of transducers are commercially available for mass
spectrometers. The electron multiplier is the transducer of choice
for most routine experiments.

Electron Multipliers

Figure 11-2a is a schematic of a discrete-dynode electron mul-
tiplier designed for collecting and converting positive ions into
an electrical signal. This device is similar to the photomul-
tiplier transducer for ultraviolet-visible radiation, with each
dynode held at a successively higher voltage. When energetic
ions or electrons strike the Cu-Be surfaces of the cathode and
the dynodes, bursts of electrons are emitted. The electrons are
then attracted to the next dynode down the chain until, at the

Ton beam

Detector slit

Electrons

Cascade
of electrons

last dynode, a huge number of electrons appear for every ion
that strikes the cathode. Electron multipliers with up to twenty
dynodes are available that typically provide a current gain of 107.

Figure 11-2b illustrates a continuous-dynode electron mul-
tiplier. The device is shaped like a cornucopia and is made of
glass heavily doped with lead to give the material a small con-
ductivity. A voltage of 1.8 to 2 kV applied across the length of
the transducer produces a voltage gradient from one end to the
other. Ions that strike the surface near the entrance eject elec-
trons that are then attracted to higher-voltage points farther
along the tube. These seconda