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Preface

In recent years the x-ray fluorescence technique has become increasingly
important in modern analysis and production control; it can be classified
as a spectroscopical method for the determination of the elemental com-
position. Many articles treat this method; however, there exists no modern
textbook suitable for the beginner as well as the practician and theoretician.
In this monograph the author intends to fill this need to present the prin-
ciples of x-ray fluorescence analysis and to develop a theoretical under-
standing of the technique. Both principles and theory will be treated exten-
sively, for they are the basis for successful practical application of the
method. X-ray fluorescence, on the other hand, is often carried out
exclusively because of its practical usefulness. For this reason theoretical
investigations are used exclusively as a basis for practical work and the
multitude of applications, which constitute the value of the x-ray fluores-
cence method, will be explained on the basis of simple theory.

The idea to write this monograph originated and developed when
efforts to train coworkers required a more complete treatise. I would like
to thank the CIBA Aktiengesellschaft in Basel, where this work originated,
for generous support and permission to publish the book. The head of
the Physics Department, Dr. E. Ganz, and my colleagues have contributed
to this book by providing a stimulating working atmosphere. I am grateful
to my associates, in particular Messrs. E. Eng, S. Gasser, and H. R.
Walter, for assistance in setting up the x-ray fluorescence laboratory over
the past seven years. H. O. Meyer read part of the manuscript.

Basel, May 1966 RupoLF MULLER
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Introduction

In recent years x-ray fluorescence analysis, together with other analytical
techniques, has been applied in industry to research as well as con-
tinuous production control. Hardly any other analytical technique is so
universally suited for qualitative and quantitative determinations as is
x-ray fluorescence analysis. This is largely due to the fact that analysis is
independent of composition and chemical bond of the sample. Solid,
powdered, and liquid samples can be analyzed. On the basis of x-ray
spectra, Coster and Hevesy (1923) discovered element hafnium (Z = 72)
and have detected its occurrence in natural zircons; and Noddack, Tacke,
and Berg (1925) discovered the element rhenium (Z = 75) in columbite
concentrates.

In 1895 W. C. Rontgen, while working with cathode-ray tubes, dis-
covered an hitherto unknown and invisible radiation which occurs together
with the cathode rays; because of its unknown nature he named it
x-radiation. The physical properties of these rays were described, in a
complete and qualitatively correct manner, by Rontgen in the first two
Sitzungsberichte der Wiirzburger Physikalischen-Medicinischen Gesellschaft.
After Rontgen’s discovery, x-rays were the subject of numerous investi-
gations by various researchers. In particular, C. G. Barkla proved indirectly
that the radiation emitted from a sample consists of several spectra of
different wavelengths, which he named K and L spectra. In the summer of
1912 M. Laue, together with M. Friedrich and P. Knipping, made the
fundamental discovery of the interference of x-rays which occurs when the
rays are scattered by a three-dimensional ordered crystal lattice. This experi-
ment shows that x-rays are electromagnetic waves of a wavelength on the
order of 10~8 ¢cm. In England, W. H. and W. L. Bragg used monochromatic
x-rays for diffraction by crystal plates. In 1913 they interpreted diffraction
as a reflection on selected net planes in the crystal according to the equation
2d sin @ = nA. Shortly thereafter, Laue showed that diffraction and reflection
are two different interpretations of one and the same phenomenon, and that

1



2 Introduction

Fig. I.1. X-ray spectra of the elements calcium (Z = 20) to
zinc (Z = 30) as a function of wavelength. Every spectrum
consists of an intense « line (always to the right) and a
weaker g line of shorter wavelength. The orderly decrease
of wavelength with increasing atomic number is clearly
visible. Recorded photographically. Original after Moseley
(1913).

the Bragg equation can be derived directly from the Laue equation for inter-
ference on three-dimensional lattices. In 1913 N. Bohr published two papers
on the constitution of atoms and molecules. Spectral lines were interpreted
as electron transitions between the various energy levels of the electrical
field around the nucleus and were documented numerically for the light
elements. Stimulated by this work and by Bragg’s experiments, H. G. J.
Moseley, in the same year, systematically studied the x-ray spectra of the
elements calcium through zinc. He found that the frequency of emission
lines is proportional to the square of the charge of the nucleus. This regu-
larity can be understood on the basis of Bohr’s atom theory extended to the
heavy nuclei. Moseley had already shown that the spectrum of brass con-
tains the spectra of the elements copper and zinc and, hence, that the chemi-
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cal composition of a substance can be determined accurately with the aid
of x-ray spectra. This was the beginning of the application of x-ray spectro-
scopy to chemical analysis. For a long time, however, instrumental and
preparative procedures remained complicated. Only progress in the indirect
excitation of spectra by the “white” radiation of an x-ray tube and recording
of spectra by counters made possible the broad analytical application of
the method. Modern x-ray spectroscopy can be said to have begun after
1950 when work with new hafnium-zirconium and tantalum-niobium
alloys as well as uranium-thorium—plutonium reactor fuels required new
and more accurate analytical methods.

According to Bohr’s model, the atom can be thought to consist of a
positively charged nucleus and negatively charged electrons. The electrons

Fig. I.2. Commercial spectrometer for x-ray fluorescence
analysis. (1) X-ray tube; (2) sample chamber; (3) sample
port and knob of the sample changer; (4) crystal
chamber; (5) lever for crystal changer; (6) scintillation
counter; (7) large-angle goniometer; and (8) high-
voltage generator for x-ray tube. (Courtesy of C. H. F.
Miiller-Philips Company.)
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Fig.1.3. View of a programmed x-ray fluorescence unit (cover removed). Elements
(wavelengths) to be determined and optimal measurement conditions can be
preselected so that, after the insertion of the sample, the measurement is carried
out automatically. Results are printed out or can be further reduced by an
electronic computer. (1) X-ray tube; (2) sample chamber with sample port and
sample changer; (3) crystal chamber; (4) scintillation counter; and (5) large-
angle goniometer with automatic drive. (Photograph courtesy of Siemens & Halske
Company.)

circle around the nucleus in discrete shells and are bound to the nucleus
by Coulomb forces. These shells are designated K, L, M, N, etc. shells,
where the K shell is the one closest to the nucleus. The number of positive
charges in the nucleus is equal to the atomic number of the atom in the
periodic system of the elements. The origin of characteristic x-ray spectra
can briefly be described as follows: When sufficient energy is introduced
into the atom an electron may be knocked out of one of the inner shells.
The atom is then in an excited (ionized) state and, within 10~8 sec, returns
to the ground state. The place of the missing electron is filled by an electron
from a neighboring outer shell whose place, in turn, is filled by an electron
from a still outer shell. The atom thus returns to the ground state in steps.
In every step, i.e. in every electron jump, an electron from a higher energy
level goes into a lower energy level emitting excess energy in form of an
x-ray quantum. The energy of the emitted radiation is characteristic for the
atomic number of the emitting element as well as for the particular electron
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transitions taking place within the electron shell of the atom. By measuring,
respectively, the energy or the wavelength of the emitted radiation the
particular element can be identified unambiguously. The energy which is
necessary to knock out an electron from one of the inner shells may be
introduced into the atom either by collision with an high energy electron or
by the absorption of an energy-rich photon (x-ray quantum). Correspond-
ingly, there are two ways of exciting characteristic x-ray spectra. First, the
sample may be bombarded by electrons which are accelerated by high
voltage or, second, the sample may be irradiated by x-ray or gamma rays.
Nowadays, the second method is frequently applied. In analogy to the
optical case, this technique is referred to as fluorescence, which is respon-
sible for the name x-ray fluorescence analysis for the technique of spectro-
chemical analysis with x-rays.

The aforementioned method for the production of characteristic
spectra, namely excitation through electron bombardment, is the one that
is used in x-ray tubes to produce monochromatic x-rays for diffraction
investigations, and in the electron microprobe. If this method is to be
used for spectrochemical analysis, then the sample has to be prepared
in form of a plate which is used as the anode in an evacuated x-ray tube.
This arrangement has been used by Moseley, Siegbahn, and others for
early systematic investigations of characteristic spectra. With this method
Coster and Hevesy (1923) demonstrated the existence of the element
hafnium. Glocker and Schreiber (1928) excited spectra by the so-called cold
excitation method using the radiation of an x-ray tube and, thus were the
first to introduce the technique which is now referred to as x-ray fluorescence
analysis. The term x-ray fluorescence was coined by Schreiber (1929).

In modern x-ray fluorescence analysis the sample is irradiated by
polychromatic radiation from an x-ray tube. In this process, elements in
the sample are excited to emit their characteristic x-ray radiation. This
secondary radiation consists of several lines which are diffracted by a
crystal plate (analyzing crystal) and separated into the individual wave-
lengths. According to Bragg’s diffraction condition, 2d sin & = nA, where d
is the lattice parameter and » is an integer, 1, 2, 3, etc., the radiation of the
wavelength A will only be diffracted by the lattice plane of a crystal when the
glancing angle 6 is such as to fulfill the diffraction condition. In the diffrac-
tion process, the radiation is deflected by the angle 26 from the direction
of incidence. If this angle is measured, then the wavelength of the diffracted
radiation can be calculated. Neglecting for the moment the higher order
reflections there exists, for every wavelength, only one value of the glancing
angle 26. Every spectrum emitted by an element consists of only a few
characteristic lines. The K spectrum, which is emitted when the original
ionization of the atom took place in the K shell, consists largely of the
strong K, line and the weaker K; line. The Kj line is reduced in intensity
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by about a factor of four in comparison to the X, line. Both lines always
occur together, for they represent two possible electron transitions; the
weaker line corresponds to the less frequent electron transition. The
L spectrum, which originates when the original ionization took place in the
L shell, is somewhat richer in lines and consists of two strong L, and L,
lines and several weaker Lgo, Lgg, L, etc. lines. Again, all lines of the L
spectrum are visible simultaneously. It is a simple task to unambiguously
identify elements on the basis of their emission lines and, thus, to determine
the qualitative composition of a sample.

For quantitative analysis not only the wavelength but also the intensity
of the emitted radiation has to be measured using a proportional or
scintillation counter. The larger the relative intensity of the radiation the
higher is the content of the respective element in the sample. For accurate
quantitative analysis comparative samples of known composition (so-
called calibration standards) are used; they serve, first of all, to determine
the relationship between fluorescent intensity and concentration of the
individual elements. The fluorescent intensity of an element is not strictly
proportional to its concentration but deviates more or less from a linear
relationship because of the interaction of the radiation with other elements
in the sample. If, for example, the element is associated with a strongly
absorbing substance, then the resulting fluorescent intensity is less than
when the associated component has a small absorption coefficient and the
radiation is only weakly absorbed. Other than by absorption, the fluorescent
intensity of an element is also affected by secondary or interelemental exci-
tation. An associated element, whose own fluorescent radiation is of higher
energy than the absorption edge of another element, can excite the element
in question to additional emission. As a result the fluorescent intensity
of that element increases over the intensity that would be expected from its
concentration. For mixtures consisting of only a few components,
interactions between individual components are easily understood. In
mixtures consisting of many (1) components, however, mutual interactions
are best formulated as a linear system of equations that consists of as many
members as there are components, and that contains #» + 1 equations.
Certain samples have to be chemically decomposed by either a solvent or a
flux before they are suited for quantitative x-ray fluorescence analysis.
The magnitude of the interactions between components is reduced due to
element dilution in the decomposed sample. In order to further lower
interelement effects a strongly absorbing substance, such as barite, may be
added to the sample. Frequently, a standard element is added to the sample
in known amounts and relative intensities are measured in relation to the
internal standard; this method simplifies considerably the quantitative
determination of concentration. Occasionally, reference standards of com-
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positions similar to that of the sample are used as external standards.
Measured intensities are recalculated to reduced normalized intensities,
and the composition of the sample is determined by comparative calcula-
tion. Some researchers prefer, on the basis of calibration standards, to
numerically determine once and for all the individual interaction factors;
in the analysis of an 'unknown sample the respective system of equations
is then solved mathematically and the desired contents are obtained directly.
Today, x-ray fluorescence is a well-established tool in the analysis of reactor
metals and reactor fuels, steel and special alloys, light-metals, cement and
rocks, oil and oil products, and in the chemical industry. Special analyses
and production control measurements are carried out concentrating in the
range of 0.1 to 1009 as well as of trace elements in the parts per million
range. Programmed x-ray fluorescence units now allow largely automatic
analysis in production control.

In the first part of this book the physical and instrumental principals
of qualitative and quantitative x-ray fluorescence analysis are treated as
far as is necessary for an understanding of the method and its successful
application.* The second part of the book is devoted entirely to quantitative
analysis. Prerequisites and practical procedures for quantitative analysis
are discussed in detail and the term “regression coefficient” is introduced to
explain quantitative analysis. The regression coefficient allows one to
summarize into one number all interactions of two components and to
describe that interaction sufficiently. In a multicomponent system it is
therefore possible to illustrate the interactions of components by a linear
system of equations and to treat the interactions mathematically. On the
basis of this system of equations various possibilities for quantitative analy-
sis are unambiguously and critically explained. The third part of the book
contains approximately 200 summaries of papers dealing with x-ray
fluorescence analysis; these abstracts are classified according to subject
matter and illustrate the great variety of applications of x-ray fluorescence
analysis.Jr

* Questions concerning the physical nature and the properties of x-rays are treated
extensively in the book by Compton and Allison entitled X-Rays in Theory and Experi-
ment and in the 30th volume of the Handbuch der Physik, entitled X-Ray Radiation.
A book by Blochin, Physics of X-Ray Radiation, is also available.

1 Papers selected are the ones which were easily accessible to the author. A more complete
list of titles is contained in Liebhafsky and Winslow (1958); Liebhafsky, Winslow, and
Pfeiffer (1960, 1962); Campbell and Brown (1964); as well as in the Spectrochemical
Abstracts which appear in regular intervals and are edited presently by Van Someren,
Lachman, and Birks. Talks presented at the Annual Denver (Colorado) Conference on
the application of x-ray analysis are contained in Advances in X-ray Analysis; a num-
ber of these talks are later published in American scientific journals.
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Chapter 1

Absorption and Scattering of X-Rays

X-rays are absorbed by materials in differing degrees; absorption coefficients
are defined to quantitatively describe the magnitudes of this process.
Let us assume that when an x-ray beam passes through a thin layer of
material a fraction dN/N of the pulse rate N is absorbed. This fraction is
proportional to the thickness dx of the layer

dN

N T T ede
where u is a proportionality factor. The negative sign indicates that x-rays
are reduced in intensity when passing through matter. If the factor u is
independent of x, we then obtain by integration

N = Noexp [—ux]

where N, is the pulse rate of the primary incident radiation and N the pulse
rate after passage through the layer of the thickness x. The term g is known
as the linear absorption coefficient and, in the following, is therefore always
written as ;. It is

1 dN

R — —_ -1
# N de ml=em

where p, describes the magnitude of absorption after passage through one
centimeter of matter.

Let us now consider an x-ray beam of 1 cm? cross section. The fraction
dN/N of an x-ray beam of the pulse rate N which is absorbed when passing
through a thin layer, is also proportional to the mass dm of this layer

dN

N — pmdm [m] = cm?2/g

The proportionality factor u, describes the magnitude of absorption per
gram per square centimeter of material. After integration the relationship

11



12 Chapter 1

between pulse rate N, of the incident radiation and the pulse rate N after
passage through the mass m per unit area is as follows:

N = Noexp [—pmnm]

A simple relation exists between the linear absorption coefficient and the
absorption coefficient per unit mass. When passing through the unit length,
the beam also passes through the mass m. If the density of the layer is p,
then the mass per unit length is m = p, and this gives
M
e H

The designation u/o for the mass absorption coefficient is therefore
frequently found in the literature. In order to avoid confusion with the
linear absorption coefficient the mass absorption coefficient is always
designated u,. For simplicity, however, the symbol p is also used provided
there is no danger of confusion with the linear absorption coefficient.
The mass absorption coefficient is independent of the state of aggregation
of the absorber. Water vapor, water, and ice have the same mass absorption
coeflicient (as defined per unit mass of matter), while the linear absorption
coefficients (as defined per unit length) are different.

The mass absorption coefficient is, however, dependent upon the wave-
length. Figure 1.1 illustrates graphically the mass absorption coefficient of
molybdenum as a function of the wavelength. The orderly change of
the absorption coefficient is interrupted in places by the so-called absorption

Mm
10000 r
LiLyly
1000 i Fig. 1.1. Graphical presentation of the mass
absorption coefficient of molybdenum as a
function of wavelength.
100 K -
T

01 1 10A



Absorption and Scattering of X-Rays 13

Table 1.1. Calculation of Mass Absorption Coefficients of
18/8-Cr-Ni-Steel for the Wavelength A = 0.71A

(091 A)
Weight % of the elements  Proportion
Cr 18 31.1 = 560
Ni 8 46.6 = 373
Fe 74 38.5 = 2849
100 3782 u (0.71A) = 37.8

edges. The absorption edges occur at certain wavelengths which are
characteristic for every element; they correspond to the energy levels of the
electrons in the atom and are named after the electron shells, i.e., K,
Ly, Lyy, Ly; edges. The relationship between the mass absorption coefficient
p, the atomic number of the absorber Z, and the wavelength of the absorbed
radiation A, may be approximately expressed by the following equation:

Wm = cZmAn ~ cZ3 )3

The factor ¢ has different values depending upon whether A has a shorter
wavelength than the K absorption edge, whether it is between the K and L
absorption edges, or whether it is between the L and M absorption edges.
This equation applies strictly only to the true absorption and not to the
total absorption coefficient. The proportion of scattering in comparison to
true absorption is, however, usually negligible. If the absorbing substance
consists of different elements, then the individual elements i contribute to
the absorption in accordance with their concentration C;, and the mass
absorption coefficient u is the weighted sum of the absorption coefficients
of the individual elements

 Copi (A
(1) =——————2”é:( )

An example for the calculation of the mass absorption coefficient of a
compound from the coefficients of the individual elements is given in Table
1.1.

In the absorption process an electron is taken out of the electron
configuration and assumes the total energy of the absorbed x-ray quantum.
Electrons of all energy levels are eligible for such absorption. The absorption
coefficient p is the sum of the partial absorption efficiencies or the partial
absorption coefficients of the individual energy levels

p=px+ prr+ porr + pror + 0
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Table 1.2. Energies of Absorption Edges. [Values after Sandstrom (1957) p. 226, and
Tomboulian (1957) p. 303; additional values after Hill, Church, and Mihelich (1952).]

K Ly Ly Ly K Ly Ly Ly

keV keV keV keV keV keV keV keV
3 Li 0.055 0.003 46 Pd 24.349 3.602 3.329 3.172
4 Be 0.112 0.002 47 Ag 25.512 3.805 3.522 3.350
5 B 0.186 0.003 48 Cd 26.711 4.019 3.727 3.538
6 C 0.282 0.002 49 In 27.937 4.236 3.937 3.729
Z g 8'?,3(1) g'ggg 50 Sn  29.200 4.464  4.156  3.928
) ) 1 30.491 4.698 4.381 4.132

9 F 0.692 51 §b 3

52 Te 31.813 4.939 4.612 4.342
10 Ne 0.874 0.019 53 1  33.170 5.190 4.853  4.550
11 Na 1.07 0.064 0.031 0.031 || 54 Xe 34.551 5.448 5103  4.783
12 Mg 1.303 0.089  0.050  0.050 || o ;35983 5.722 5.359  5.011
13 Al 1.559 0.115  0.078  0.073 || s g, 37443 5.981 5.624  5.247
14 8i  1.842  0.150  0.103  0.102 J} x5 1. 38032 6.272 5.897  5.490
15 P  2.142 0.185 0120 0.128 | 58 Ce 40.447 6.553 6.169  5.729
16S 2470 0224 0.164 0.163 || 59 Pr 41.995 6.853  6.445  5.969

17 €1 2.820 0.269  0.199  0.197 || 49 g 43.577 7.135 6.728  6.215
18 A 3.200 0.287 0246 0.244 || 4 p;, 4519 7431 7.022  6.462
19 K 3.609 0.377 0.298  0.295 || g0 §m 46.835 7.743  7.340  6.720
90 Ca  4.038 0.439 0.350 0.346 || 63 Bu 48.4908 8.055 7.633  6.981
21 So  4.496 0506 0411 0.406 || 64 Gd 50.228 8.377  7.930  7.243
22 Ti 4.964 0.5656 0460 0454 || 65 Tb 51.983 8,710 8.252 7.515
23 V 5.464 0.631 0.519 0.512 || g6 Dy 53.840 9.053 8.588 7.796
24 Cr 5.987 0.679 0.581 0.572 || g7 Ho 55.600 9.390 8.912  8.067
95 Mn 6.537 0752 0.650 0.639 | 68 Er 57457 9.749  9.263  8.357
26 Fo 7111 0841 0720 0708 || 69 Tm 59.376 10.120  9.616  8.650

27 Co 7.709 0.929 0.794  0.779 || 70 Yb 61.313 10.487 9.979 8.944
28 Ni 8.331 1.010 0.871 0.854 |( 71 Lu 63.306 10.867 10.346 9,242
29 Cu 8.981 1.102 0.953  0.933 || 72 Hf 65.347 11.267 10.736  9.558
30 Zn 9.661 1.197 1.045 1.022 || 73 Ta 67.406 11.678 11.129 9.874
31 Ga 10.395 1.30 1.171 1144 || ¢ W 69.519 12.098 11.540 10.202

32 Ge 11.100 1.42 1.245 1214 || 75 Re 71.678 12.528 11.960 10.537
33 As 11.867 1.53 1.359 1.324 || 76 Os 173.866 12.959 12.380 10.866
34 Se 12.656 1.66 1.475 1.434 || 77 Ir 176.107 13.419 12.819 11.210
35 Br 13.470 179 1.599 1.552 || 78 Pt 78.386 13.885 13.266 11.557
36 Kr 14.32 1.92 1729 1.674 || 79 Au 80.723 14.354 13.734 11.919

37 Rb 15.201  2.067 1.866 1.806 || 80 Hg 83.113 14.848 14.213 12.286
38 Sr 16.106  2.217 2.008 1.941 || 81 TI 85.529 15.345 14.696 12.658
39 Y 17.037 2.372 2.155 2.080 || 82 P]E) 88.014 15.864 15.205 13.039
40 Zr 17.995 2.530 2.305 9.991 || 83 Bi 90.471 16.390 15.715 13.419

41 Nb 18.989 2.700 2.467 2.374 || 88 Ra 103.9 19.235 18.482 15.444
42 Mo 20.002  2.867 2,629  2.524 | 90 Th 109.630 20.470 19.696 16.299
44 Ru 22.117 3.226  2.966 2.838 || 92 U 115.610 21.758 20.939 17.164
45 Rh 23.218 3.410 3.144  3.002 94 Pu 121.2 23.097 22.262 18.066
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The absorption jump edge Sy of the K absorption edge is defined as the
ratio

Sk — ur + urr+ prir+ porr +
X prr+ prrr+ pror 4+ <

Analogously, the absorption jump edge §;; of the L; absorption edge is
defined as

S uLr+ prrr+ pror 4 - o
LI =
prir+ pror+ ¢

The absorption jump edge is a measure of that part of the absorbed
radiation that is absorbed exclusively by the respective energy level.
This fraction changes with the atomic number of the element (Figure 1.2).

The absorption coefficient consists of the true photoelectric absorption
coefficient 7 and the scattered portion ¢

u=1v1+o

Photoelectric absorption constitutes the major portion of theabsorption
coefficient, while the scattered portion ¢ is usually small in comparison to
the true absorption. The scattered portion ¢ corresponds to diffuse scatter-
ing of a beam when passing through matter and, hence, is not due to true
absorption. In the scattering process, part of the radiation is scattered
inelastically and shifted towards longer wavelengths. As a result the
scattered radiation consists of a coherently scattered unmodified portion



Table 1.3. Mass Absorption Coefficients of the Elements for Various Wavelengths. Values for the wavelength 0.2 A after Victoreen (1949);
for H (Z = 1) to Bi (Z = 83) in the wavelength range 0.4 to 2.5 A after Milledge (1962); for Th (Z = 90) to U (Z = 92), and for H
(Z = 1) to Bi (Z = 83) in the wavelength range 3 to 10 A from the author’s graphical presentations, which represent averages of values
determined by various authors.

A [A] 020 040 0.60 0.71 0.80 1.00 1.20 1.40 1.60 1.80 2.00 2.50 3.00 4.00 5.00 6.00 8.00 10.00 A [A]
1 H 0.33 0.36 0.37 0.38 0.38 0.40 0.41 0.42 0.44 0.47 0.49 0.59 0.74 1.21 1.98 3.14 6.90 13.1 1 H
2 He 0.16 0.18 0,20 0.21 0.22 0.24 0.28 0.34 0.41 0.50 0.61 1.00 1.58 3.47 6.57 11.2 26.2 50,8 2 He
3 Li 014 0.17 0.19 0.22 0.24 0.32 0.43 0.58 0.78 1.04 1.36 2.49 4.18 9.64 18.6 319 74.9 145 3 Li
4 Be 0,15 0.18 0.24 0.30 0.36 0.53 0.80 1.17 1.65 2,28 3.06 5.79 9.85 23.0 44 .4 76.2 178 344 4 Be
5B 0.16 0.21 0.30 0.39 0.49 0.78 1.22 1.83 2,65 3.69 4.98 9.52 16.3 38.0 73.5 126 293 564 5B
6 C 0.17  0.26 0.45 0.63 0.81 1.40 2.28 3.50 5.12 7.19 9.76 18.8 32.1 74.9 144 246 569 1082 6 C
7N 0.18 0.31 0.63 0.92 1.23 2.21 3.67 5.69 8.38 11.8 16.1 31.0 52.9 123 236 402 919 1731 7N
8 0 0.19 0.38 0.87 1.31 1.79 3.31 5.55 8.66 12.8 18.0 24.6 47,3 80.7 187 357 602 1359 2524 8 0
9 F 0.19 0.46 1.16 1.80 2,49 4.67 7.90 124 18.3 25.8 35.2 67.7 110 253 480 804 1784 3251 9 F
10 Ne 0.21 0.59 1.56 2.47 3.44 6.49 11.0 17.3 25.5 36.0 49.0 93.9 158 361 678 1125 2447 4350 10 Ne
11 Na 022 0.72 2.01 3.21 4.49 8.52 145 22.7 33.5 47.3 64.3 123 202 457 850 1393 2950 5075 11 Na
12 Mg 0.25 0.89 2.56 411 5756 11.0 18.6 29.1 42.9 60.4 82.0 156 268 598 1097 1775 3634 341 12 Mg
13 Al 0.27 1.08 3.20 5.16 7.25 138 23.5 36.8 54.1 76.0 103 195 327 721 1304 2072 280 520 13 Al
14 8i 031 132 3.97 6.44 9,05 17.3 29.3 45.9 67.5 94.7 128 241 406 889 1591 2507 402 740 14 Si
15 P 0.34 1.58 4.85 789 111 21.2 36.0 56.1 82.4 115 156 292 477 1037 1803 240 5562 1050 15 P
16 8 039 1.89 5.87 9.556 13.4 25.6 43,4 67.6 99.0 138 186 347 583 1230 2107 318 730 1410 16 8
17 Cl1 042 2.23 7.00 114 16.0 30.6 51.6 80.2 117 163 219 404 654 1343 248 412 920 1700 17 Cl1
18 A 045 2,62 8.27 13,5 18.9 36.0 60.6 93.9 137 190 253 462 703 154 285 475 1060 1950 18 A
19 K 0,54 3.07 9.71 158 22.2 42.0 70.6 109 158 218 290 523 851 206 372 600 1300 2380 19 K
20 Ca 0.63 356 11.3 18.3 25.7 48.4 80.9 124 179 246 326 577 964 252 455 728 1560 2800 20 Ca
21 8¢ 0.67 4.09 13.0 21.1 29.5 55.5 92.4 141 203 277 364 635 143 303 546 878 1320 3320 21 Sc
22 Ti 0.73 4.69 14.9 24.2 33.9 63.5 105 161 229 312 409 74.6 179 364 638 1000 2050 3560 22 Ti
23 V 0.79 534 17.0 27.5 38.5 71.9 119 181 257 348 454 . 88.1 194 400 690 1110 2260 3700 23 V
24 Cr 091 6.03 19.2 31.1 43.4 80.9 133 202 286 386 500 103 210 433 760 1200 2350 4100 24 Cr
25 Mn 096 6.76 21.5 34.7 48.4 89.9 147 222 313 419 62.7 120 240 480 820 1260 2540 4350 25 Mn
26 Fe 1,13 754 239 38.5 53.6 99.1 162 242 338 53.7 72.9 139 255 510 880 1400 2800 4700 26 Fe
27 Co 1,25 837 264 42.5 £9.0 108 176 261 362 62.1 843 160 270 548 960 1500 3000 5230 27 Co
28 Ni 142 9.25 29.1 46.6 646 118 190 279 50.9 71.6 97.1 184 296 600 1050 1580 3300 5620 28 Ni
29 Cu 1,50 10.2 319 50.9 70.4 128 204 40.0 58.9 82.9 112 213 319 690 1210 1880 3540 5590 29 Cu
30 Zn 1.65 11.2 34.8 55.4 76.3 137 217 45.6 67,2 94,4 128 242 350 700 1200 1890 3760 6400 30 Zn
31 Ga 1.73 122 37.8 60.1 82,6 147 32.8 51.3 75.5 106 144 272 385 760 1300 2010 4050 5520 31 Ga
32 Ge 1,90 133 41.0 64.8 88.7 157 36.5 57.1 84.1 118 160 301 410 820 1410 2150 4300 4000 32 Ge
33 As 2,00 145 443 69.7 95.0 166 40.4 63.1 92.7 130 176 330 440 879 1500 2310 4660 5010 33 As
34 Se 2,20 15.7 47.7 74.7 101 26.1 44 .4 69.2 102 142 192 359 472 940 1610 2510 3900 2160 34 Se
35 Br 2,43 16.9 51.2 79.8 108 28.6 48.5 75.6 111 155 208 388 508 1020 1710 2700 1280 2310 35 Br
36 Kr 2,58 18.3 54.8 84,9 114 31.2 52.7 82.0 120 167 225 416 572 1190 1880 2560 820 1330 36 Kr
37 Rb 2.80 19.6 58.4 90.0 120 33.8 57.1 88.7 129 180 241 444 590 1180 2000 2010 1440 2640 37 Rb
38 Sr  3.03 21.0 62.0 95.0 19.2 36.5 61.6 95,5 139 193 258 472 640 1260 2150 2600 1520 2810 38 Sr
39 Y 3.35 225 65,7 100 20.8 39.4 66.3 102 149 206 275 499 686 1390 2320 788 2640 3040 39 Y
40 Zr 3.55 24.0 69.3 15.9 22.4 42.4 711 110 159 220 292 525 742 1490 1890 847 1210 3390 40 Zr

1 1aydey)
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18 Chapter 1

and of an incoherently scattered wavelength-modified portion. The scatter-
ing coefficient ¢ is given

0 = Ocon + G incoh

Incoherent scattering is also referred to as Compton scattering. It originates
when an x-ray photon hits a loosely bound electron and changes its direction
during the collision. The loosely bound electron receives a backscatter
pulse and, hence, part of the original energy of the x-ray photon; after the
collision the x-ray photon is of lower energy and of longer wavelength.
Change in wavelength is a function of the deflection angle 8 and is given as

AA=0.024 (1—cos 0) [A)]

When the primary x-ray spectrum of an x-ray tube is scattered diffusely by a
sample consisting of light elements the individual spectral lines are split into
a coherently and an incoherently scattered portion.

X-rays are scattered by the electrons. The scattering efficiency per unit
mass is proportional to the number of electrons per unit mass

’

Om = promee = prop

2m Lo
In this equation, 7, is the scattering power of an electron, Z’ is the number
of electrons per unit volume, while the mass per unit volume is x2Z'm,
where m is, respectively, the mass of a photon or neutron (the atomic
weight of an element is approximately double the atomic number). It can
be shown that the scattering power per unit mass (o,) is approximately
constant

om ~ 0.20 cm?/g



Chapter 2

Characteristic Emission Spectra

X-rays are emitted when materials are irradiated by electrons or x-rays of
sufficient energy. Systematic investigation of the emitted spectra was first
carried out by Moseley (1913). He found that the spectra of the elements
are rather similar and consist only of a very few lines; he also distinguished
a K series and an L series (Figures 2.1 and 2.2). Moseley found a simple
relationship between the wavelength of analog lines and the atomic number

of the emitting element:
1. Z
7 = prop

Z = atomic number

This remarkable regularity is interpreted by Bohr’s atom model.

We treat Bohr’s theory of the atom in somewhat more detail because
it is important for an understanding of x-ray spectra, and also because this
theory is usually not treated extensively in papers on x-ray spectroscopy.
In the simplified model the electrons are thought to circle in shells around
the positively charged nucleus, where electrons of the various shells and
levels have different energies. Transition of an electron from one shell into
another results in a change of its energy and emission of the energy
difference AE as an x-ray quantum of the energy Av

hv=AE =E,—E.

In this equation E, and E, are, respectively, the energies in the starting and
end levels; such electron transitions are possible when an electron is missing
from the interior of an atom. These vacancies can be produced artificially by
bombarding the atom with electrons or x-ray photons of sufficient energy.
To calculate the released energy differencetheelectrons have to be viewed as
particles of the mass m for which the centripetal force is equal to the

19
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Chapter 2

Fig. 2.1. K emission spectra of the elements manganese (Z = 25) to nickel (Z = 28),
registered on a commercial spectrograph with a topaz crystal and scintillation
counter. Schematic presentation of the respective electron transitions in the X series.



Characteristic Emission Spectra

Fig. 2.2. K emission spectra of zirconium (Z = 40) and L emission spectra of the
elements hafnium (Z = 72) to tungsten (Z = 74). The spectrum of hafnium is con-
taminated by additional lines of zirconium. Recorded on a commercial spectro-
graph, with a topaz crystal and scintillation counter. Schematic presentation
of the respective electron transitions in the K and L series.

21



22 Chapter 2

electrical attraction between nucleus and electron. The centripetal force
acting on a mass m moving in a circular orbit is equal to

mv?

K =

r

where v is the velocity of the particle and r the radius of the circular orbit.
This force is equal to the electrostatic attraction (Coulomb force) which
exists between the positively charged nucleus and the negatively charged
electrons of the charge e~. The nucleus is surrounded by numerous electrons
whose influence on the individual electron has to be taken into account:
the partial charge F of the nucleus which affects an individual electron, is
given as follows (for F ~ Z):

mu? Fe? Fe?
= - m2 =

2.1

r r2

The total energy of the electron consists of, respectively, the kinetic and the
potential energy

Eiot = Exin + Epot (2.2)

The kinetic energy is given as follows:

1 1 Fe2
F —— 2 =
kin 2mv 2 r

The potential energy is equal, but of opposite sign, to the work which is
necessary to move the electron from its orbit of radius r to o

r

2 2
Epot:fﬁ;e dT:’_Fe

2 r

The total energy of an electron on a circular orbit is then given as
1 Fe?

Etot = Ekin + Epot = —? r

(2.3)

Only discrete values are possible, however, for the energy of the electron
where the length of the circular orbit is equal to a multiple of the “matter”
wavelength A of the moving particle (condition after Bohr)

2ar =nA

The matter wavelength is that wavelength which, on the basis of the dualism
between wave and corpuscles, can be designated to a moving particle of the
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mass m and the velocity v. According to de Broglie the matter wavelength
is given by the equation
h nh

= Y i
mo mv

where 4 is Planck’s constant.
When this equation is squared, the condition for a discrete circular
orbit is given as follows:
n2h2
m2v?

4 7272 =

After multiplying equation (2.1) by m we obtain

m Fe?

r

mey2 =

After substituting this value in the above equation we obtain for the radii
of circular orbits

n2h2
r=—
4 n2m Fe?

Using this value for r, equation (2.3) can be written to give the total energy

2 n2 med K2 ' 2.4
Etot = "—_"_‘nz—hz"—“ ( )
In this equation n = 1, 2, ... are the major quantum numbers, which for
the K, L, M shells are n = 1, 2, 3, respectively. When an electron of the L
shell, with n = 2, is transferred into the K shell, with » = 1, an energy
difference is released as follows:

2 n2 metF?2 1 1
AByg, — 27 mel? (F _ _2_2-) @2.5)

The particular line in question is designated as the K, line. For transfer
from the M shell (n = 3) into the K shell (n = 1), it is

(2.6)

2 4 f2 1 1
ABx, - Eﬂ_me__( )

h2 1z 32

The corresponding line is designated as the K, line; it is more energetic and
shorter in wavelength than the K, line. Since both electron transitions occur
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15
%oq Fig. 2.3. Wavelengths A of the most intense
lines of the K and L series are plotted
/ against the atomic number of the elements.
10 Lp L~ According to Moseley’s law a nearly linear
/ 1L relationship exists between +/(1/2) and Z.

x
y /

0.5 / /,

in the K shell, both lines belong to the spectrum of the K series. In case of
the K series, electron transfer from the N shell (n = 4) is most improbable and,
hence, the corresponding line is very weak. This line is designated as Kj,
and is only observed for elements of atomic numbers larger than Z = 31
(gallium) or Z = 33 (arsenic): elements with lower atomic numbers have
N shells with an insufficient number of electrons. The spectrum of the L
series originates through electron transitions from the M or N shells into the
L shell. The released energy difference for n = 3 or 4 is equal to

AE = Q2.7)

2n2metl? [ 1 1
R 22 e
A simple relationship exists between the energy AE of analogous lines and
the atomic number of the emitting element

AE = prop F?2 =~ prop Z2 (2.8)

With ¢ as the velocity of light, the wavelength A of the emitted line is
calculated from the energy difference AE
A=ch|AE ~ AR = —“;_
Moseley’s law is derived when the wavelength A is introduced into equation
(2.8) instead of AE
/1

V — = Pprop Z (2.9
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The nearly linear relationship between 4/(1/A) and Z is shown in Figure 2.3.
With ¢ as the shielding constant, the effective charge F of the nucleus is

F = (Z—0)

The value for the shielding constant changes with the shell. For an individual
electron in the K series ¢ is &~ 0.5; for an individual electron in the L shell
¢ = 5.5.

This simple derivation does not take into account that the L and M
shells have several energy levels. Several electron transitions are possible
from, as well as into, these shells and, hence, the spectra of the L and M
series are more complicated. In the L series, for example, the o, and o« lines,
the 81, B2, Bs> Bsa» - - - » B1o lines, and several y lines, are distinguished.

In order to illustrate all electron transitions in an atom the energy-level
scheme is frequently used. In the energy-level diagram all energy levels
occupied by electrons, as well as all possible electron transitions of the
K, L, M series, etc. are illustrated (Figure 2.4).

Intensities of the various lines within a series are different. Lines which
correspond to electron transitions from neighboring shells are more intense
because these electron transitions occur more frequently than those from
more distant shells. Intensity of a line is expressed in terms of a relative line
intensity, where the strongest line is arbitrarily set equal to 100. Line
intensities can also be expressed in terms of the number of emitted photons
or as the amount of the emitted energy. We choose the first possibility
because the relative number of photons is proportional to the transition
probabilities. Transition probabilities change only little with the atomic
number of the elements. The relative intensity within the K series, for
example, is K, : Ky : Kz ~ 4:2:1; within the L series it is
Loy i Ly :Lgy :Lgyg :Lgg =~ 10:1:6:2:1.

Because of the dead time of the counter, absorption and scattering by
the analyzing crystal, and self-absorption of radiation in the sample it is
difficult to accurately determine the relative line intensities. For these reasons
the values given in the literature scatter widely.

X-ray lines originate through electron transitions in the inner-most
electron shells and, hence, the wavelengths of the emission lines are largely
independent of the chemical state of the emitting element (chemical state
only affects the outermost shell). The chemical bonding energy is much too
low to affect the energy levels of the inner electrons. Effects of chemical
bonding on wavelength can, however, be observed in case of the light
elements where electrons from the M shell participate in the chemical
bonding. Wavelengths shifts between the pure element and its oxide for the
elements K (Z = 19) to Cu (Z = 29) are approximately 10-* A, while for
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Table 2.1. Wavelengths of the Most Important Emission Lines and Absorption Edges of
the K Series. [Values after Sandstrém (1957) p. 182, 214; Tomboulian (1957) p. 271,
303.] The kX values were recalculated to A values using the factor 1.0020 and supple-
mented with values from the Handbook of Chemistry and Physics.

2! o2 it Bs B Ba Bs Abs. Edge

KLy KLjp KMy KMy KNppgn KNy KMpy,v K
3 Li 240 226.5
4 Be 113 111
5B 68 66.64
6 C 44.4 43.68
TN 31.6 30.99
8 O 24 23.32
9 F 18.3
10 Ne 14.65 14.301
11 Na 11.908 11.673 11.725 11.58
12 Mg 9.892 9.558 9.666 9.512
13 Al 8.339 8.340 7.960 8.058 7.951
14 Si 7.125 7.128 6.777 6.777 6.729
15 P 6.154 6.157 5.804 5.787
16 S 5.372 5.375 5.032 5.018
17 Cl 4,727 4.730 4.403 4.397
18 Ar 4,191 4.194 3.886 3.871
19 K 3.741 3.744 3.454 3.441 3.435
20 Ca 3.358 3.361 3.089 3.074 3.070
21 Sc 3.031 3.034 2.779 2.763 2.757
22 Ti 2,748 2.752 2.514 2.498 2.497
23V 2.503 2.6507 2.284 2.269 2.269
24 Cr 2.289 2.293 2.085 2.071 2.070
25 Mn 2.102 2.106 1.910 1.897 1.896
26 Fe 1.936 1.940 1.756 1.744 1.743
27 Co 1.789 1.793 1.621 1.609 1.608
28 Ni 1.658 1.662 1.500 1.489 1.489 1.488
29 Cu 1.540 1.544 1.392 1.392 1.381 1.381 1,380
30 Zn 1.435 1.439 1.295 1.295 1.284 1.285 1.283
31 Ga 1.340 1.344 1.208 1.208 1.196 1.198 1.195
32 Ge 1.254 1.258 1.129 1.129 1.117 1.119 1.117
33 As 1.176 1.180 1.057 1.058 1.045 1.049 1.045
34 Se 1.105 1.109 0.992 0.993 0.980 0.984 0.980
35 Br 1.040 1.044 0.933 0.933 0.920 0.925 0.920

36 Kr 0.980 0984 0.878 0.879 0.866 0.8656 0.871 0.866
37 Rb 0.9256 0.930  0.829 0.829 0.816 0.815 0.822 0.816
38 Sr 0.875 0.879 0.783 0.783 0.771  0.770  0.776 0.770
39Y 0.829  0.833 0.741 0.741 0.728 0.728  0.734 0.728

40 Zr 0.786 0.790 0.702 0.702 0.690 0.689  0.696 0.689

41 Nb 0.746  0.750 0.666 0.666 0.654 0.653 0.653
42 Mo 0.709  0.713 0.632 0.633  0.621 0.620  0.627 0.620
43 Tec 0.676  0.679  0.601 0.601  0.590 0.590 0.589

44 Ru  0.643 0.647 0.572 0573 0.562 0.561 0.568  0.561
o1 a2 p1 B3 B2 Ba Bs K
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Table 2.1 (continued)

27

o o b1 B3 fe Pa Bs Abs. Edge
45 Rh 0.613 0.618 0.546 0.546 0.535 0.534 0.541 0.534
46 Pd 0.585 0.590 0.520 0.521 0.510 0.517 0.509
47 Ag 0.559 0.564 0.497 0.498 0.487 0.486 0.493 0.486
48 Cd 0.535 0.539 0.475 0.476 0.465 0.464
49 In 0.512 0.516 0.454 0.455 0.445 0.444 0.451 0.444
50 Sn 0.490 0.495 0.435 0.436 0.426 0.425 0.432 0.425
51 Sb 0.470 0.475 0.417 0.418 0.408 0.407 0.414 0.407
52 Te 0.451 0.456 0.400 0.401 0.391 0.390
53 1 0.433 0.438 0.384 0.384 0.375 0.374
54 Xe 0.416 0.420 0.368 0.360 0.359
55 Cs 0.400 0.405 0.354 0.355 0.346 0.345
56 Ba 0.385 0.390 0.341 0.341 0.333 0.338 0.331
57 La 0.371 0.375 0.328 0.329 0.320 0.319 0.325 0.318
58 Ce 0.357 0.362 0.316 0.316 0.308 0.307 0.313 0.307
59 Pr 0.344 0.349 0.304 0.305 0.297 0.300
60 Nd 0.332 0.336 0.293 0.294 0.286 0.285
61 Pm 0.320 0.324 0.283 0.283 0.276 0.274
62 Sm 0.309 0.314 0.273 0.274 0.266 0.265
63 Eu 0.298 0.303 0.264 0.264 0.257 0.256
64 Gd 0.288 0.293 0.254 0.255 0.248 0.247
65 Thb 0.279 0.283 0.246 0.247 0.240 0.238
66 Dy 0.269 0.274 0.238 0.238 0.232 0.231
67 Ho 0.261 0.265 0.223
68 Er . 0.252 0.257 0.223 0.223 0.217 0.216
69 Tm- 0.244 0.249 0.215 0.216 0.209
70 Yb 0.237 0.241 0.209 0.210 0.204 0.202
71 Lu 0.229 0.234 0.202 0.203 0.197 0.196
72 Hf 0.222 0.227 0.196 0.196 0.191 0.190
73 Ta 0.215 0.220 0.190 0.191 0.185 0.184 0.189 0.184
74 W 0.209 0.214 0.184 0.185 0.179 0.179 0.183 0.178
75 Re 0.203 0.208 0.179 0.180 0.174 0.174 0.178 0.173
76 Os 0.197 0.202 0.174 0.174 0.169 0.168 0.172 0.168
77 Ir 0.191 0.196 0.168 0:169 0.164 0.163 0.167 0.163
78 Pt 0.185 0.190 0.164 0.164 0.159 0.159 0.163 0.158
79 Au 0.180 0.185 0.159 0.160 0.155 0.154 0.158 0.153
80 Hg 0.175 0.180 0.164 0.155 0.150 0.150 0.153 0.149
81Tl 0.170 0.175 0.150 0.151 0.146 0.145 0.149 0.145
82 Pb 0.165 0.170 0.146 0.147 0.142 0.141 0.145 0.141
83 Bi 0.161 0.166 0.142 0.143 0.138 0.138 0.141 0.137
84 Po 0.133
85 At 0.129
86 Rn 0.126
87 Fr 0.123
88 Ra 0.119
89 Ac 0.116
90 Th 0.133 0.138 0.117 0.118 0.114 0.114 0.117 0.113
91 Pa 0.110
92 U 0.126 0.131 0.111 0.112 0.108 0.108 0.111 0.107
o1 oz b1 Bs B2 Ba Bs K
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Table 2.2. Wavelengths of the Most Important Emission Lines and Absorption Edges of
the L series. [Values were taken from Sandstrom (1957) p, 186, 214.] The kX values were
recalculated to A values using the factor 1.0020. Missing values for absorption edges
were calculated from the energies given in Table 1.2 according to the formula

A = 12.395/keV.

Chapter 2

o oz B1 B2 B3 Ba Bs Bs B2 B B1o
Ly L Lo L Ly Ly Ly Lpr Lin L Ly
My My My Ny My Mg Opv,v Ni Or My My

19 K

20 Ca 36.323 35.952

21 Se 31.333 31.012

22 Ti 27.395 27.014

23V 24.258 23.848

24 Cr 21.673 21.282 19.429

25 Mn 19.449 19.118 17.575

26 Fe 17.567 17.254 15.741

27 Co 15.968 15.657 14.268

28 Ni 14.566 14.279 13.146

29 Cu 13.330 13.053 12.094

30 Zn 12.256 11.985 11.185

31 Ga 11.290 11.023

32 Ge 10.436 10.173

33 As 9.671 9.414

34 Se 8.990 8.735

35 Br 8.375 8.125

37 Rb 7.318 7.325 7.076 6.787 6.820 6.984

38 Sr 6.862 6.869 6.624 6.367 6.402 6.519

30 Y 6.448 6.455 6.212 5.983 6.018 6.094

40 Zr 6.070 6.077 5.836 5.586 5.633 5.668 5.710

41 Nb 5.724 5.732 5.492 5.238 5.310 5.345 5.361

42 Mo 5.406 5.414 5.177 4.923 5.013 5.048 <5.048

44 Ru 4.845 4.853 4.620 4.371 4.486 4.523 4.486

45 Rh 4.597 4.605 4.374 4.130 4.252 4.289 4.241

46 Pd 4.368 4.376 4.146 3.909 4.034 4.071 4.016 3.792 3.799

47 Ag 4.154 4.163 3.934 3.703 3.833 3.870 3.808 3.605 3.611

48 Cd 3.956 3.965 3.738 3.514 3.645 3.682 3.614 3.430 3.436

49 In 3.772 3.781 3.555 3.338 3.470 3.507 3.436 3.267 3.274

50 Sn 3.600 3.609 3.385 3.175 3.306 3.343 3.269 3.156 3.115 3.122

51 Sb 3.439 3.448 3.226 3.023 3.152 3.190 3.115 3,004 2.972 2.979

52 Te 3.289 3.298 3.077 2.882 3.009 3.046 2.971 2.863 2.839 2.847

53 1 3.148 3.158 2.937 2.750 2.874 2.912 2.837 2.730 2.713 2.721

55 Cs 2.892 2.902 2.683 2.511 2.628 2.666 2.593 2.485 2.478 2.492

56 Ba 2.776 2.785 2.568 2.404 2.516 2.555 2.482 2.380 2.376 2.387

57 La 2.666 2.675 2.459 2.303 2.410 2.449 2.379 2.275 2.282 2.290

58 Ce 2.561 2.570 2.356 2.209 2.311 2.349 2.281 2.181 2.188 2.196

59 Pr 2.463 2.473 2.258 2.119 2.217 2.255 2.190 2.092 2.100 2.107
e a2z P P2 Pz Ba B5  Pe B Po Buo
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Table 2.2 (continued)
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7 Y2 Y3 V4 Vs Ve 1 n Abs. Edges

Lir Lg L Ly Ly Ly L L L Ly L

Ny N Npp O N O Mp M
19 K 47,735 47.234 32.878 41.594 42.017
20 Ca 40.962 40.461 28.235 35.414 35.824
21 Se 35.601 35.130 24.496 30.158 30.530
22 Ti 31.363 30.882 21.938 26.946 27.302
23V 27.775 27.325 19.643 23.882 24.209
24 Cr 24.789 24.288 18.255 21.334 21.670
25 Mn 22.274 21.824 16.483 19.069 19.397
26 Fe 20.150 19.800 14.738 17.21517.507
27 Co 18.297 17.896 13.342 15.611 15.911
28 Ni 16.708 16.313 12.272 14.231 14.514
29 Cu 15.296 14.900 11.248 13.006 13.285
30 Zn 14.053 13.692 10.355 11.858 12.131
31 Ga 12,950 12.594 9.535 10.585 10.835
32 Ge 11.946 11.610 8.729 9.956 10.210
33 As 11.106 10.732 8.107 9.124 9.367
34 Se 10.293 9.959 7.506 8.407 8.646
35 Br 9.583 9.253 6.925 7.752 17.986
37 Rb 6.045 6.755 8.363 8.041 5.998 6.643 6.863
38 Sr 5.644 6.296 7.836 17.517 5.583 6.172 6.387
39Y 5.283 5.875 7.356 7.040 5.232 5.755 5.962
40 Zr 5,497 4.953 5.384 6.918 6.606 4.867 5.378 5.583
41 Nb 5.151 4.654 5,036 6.517 6.210 4.581 5.024 5.223
42 Mo 4.837 4.380 4.726 6.150 5.847 4.208 4.719 4.913
44 Ru 4.287 3.897 4.182 5.503 5.205 3.842 4.180 4.369
45 Rh 4.045 3.685 3.943 5.217 4.921 3.628- 3.942 4.130
46 Pd 3.724 3.489 3.822 4.952 4.660 3.435 3.724 3.908
47 Ag 3.522 3.312 3.306 3.616 4.707 4.418 3.251 3.513 3.701
48 Cd 3.335 3.137 3.425 4.480 4.193 3.085 3.326 3.504
49 In 3.162 2.980 2.926 3.249 4.268 3.983 2.926 3.147 3.324
50 Sn  3.001 2.832 2.777 3.085 4.071 3.789 2.777 2.982 3.156
51 Sb 2.851 2.695 2.640 2.932 3.888 3.607 2.639 2.830 3.000
52 Te 2.712 2.567 2.511 2.790 3.717 3.438 2.511 2.687 2.855
53 1 2.582 2.447 2.391 2.657 3.557 3.280 2.389 2.553 2.719
55 Cs 2.348 2.237 2.232 2.174 2.417 3.267 2.993 2.167 2.314 2.474
56 Ba 2.241 2.138 2.134 2.075 2.308 3.135 2.862 2.068 2.205 2.363
57 La 2.141 2.046 2.041 1.983 2.205 3.006 2.739 1.973 2.103 2.258
58 Ce 2.048 1.960 1.955 1.899 2.110 2.891 2.620 1.889 2.011 2.164
59 Pr 1.961 1.879 1.874 1.819 2.020 2.784 2.512 1.811 1.924 2.077

Y1 Y V3 12 Vs Y8 : n Ly Ly Lux
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Table 2.2 (continued)

ar a2z P1 P2 Pz Pa Bs  Bs. B Bs P
Lyyr Ly Lp Lim Ly Ly Lpgr Lyy L Ly Ly
My My My Ny My Mp O,y N Or My My

60 Nd 2.370 2.380 2.167 2.035 2.126 2.167 2.103 2.009 2.016 2.023
61 Pm 2.282 2.292 2.080 1.956 2.042
62 Sm 2.199 2.210 1.998 1.882 1.962 2.000 1.946 1.856 1.862 1.869

63 Eu 2.121 2.131 1.920 1.812 1.887 1.925 1.777 1.874 1.785 1.791 1.799
64 Gd 2.047 2.058 1.847 1.745 1.815 1.854 1.713 1.805 1.720 1.724 1.731

65 Tb 1.976 1.987 1.777 1.683 1.747 1.786 1.651 1.742 1.658 1.667
66 Dy 1.909 1.920 1.711 1.624 1.682 1.721 1.592 1.682 1.604 1.600 1.607
67 Ho 1.845 1.856 1.647 1.567 1.620 1.659 1.538 1.624 1.548
68 Er 1.784 1.796 1.587 1.514 1.561 1.601 1.567 1.494 1.485 1.494
69 Tm 1.727 1.738 1.530 1.464 1.506 1.545 1.435 1.516 1.434 1.441

70 Yb 1.672 1.683 1.476 1.415 1.452 1.491 1.387 1.466 1.395 1.384 1.391
71 Lu 1.619 1.630 1.424 1.370 1.401 1.440 1.342 1.419 1.349 1.335 1.343
72 Hf 1.569 1.580 1.374 1.326 1.353 1.392 1.297 1.374 1.306 1.290 1.298
73 Ta 1.522 1.533 1.327 1.284 1.307 1.346 1.256 1.331 1.264 1.246 1.253
74 W 1.476 1.487 1.282 1.245 1.263 1.302 1.215 1.290 1.224 1.205 1.212

75 Re 1.433 1.444 1.239 1,207 1.220 1.259 1.177 1.251 1.186 1.165 1.172
76 Os 1.391 1.402 1.197 1.170 1.179 1.218 1.140 1.213 1.149 1.126 1.133
77 Ir 1.351 1.363 1.158 1.135 1.141 1.180 1.106 1.178 1.115 1.090 1.097
78 Pt 1.313 1.324 1.120 1.102 1.104 1.142 1.073 1.143 1.082 1.055.1.062
79 Au 1.276 1.288 1.083 1.070 1.068 1.106 1.040 1.111 1.050 1.021 1.028

80 Hg 1.241 1.253 1.049 1.040 1.034 1.072 1.010 1.080 1.019 0.986 0.996
81 TI 1.207 1.219 1.015 1.010 1.001 1.039 0.981 1.050 0.990 0.957 0.964
82 Pb 1.175 1.186 0.983 0.982 0.969 1.008 0.953 1.021 0.962 0.927 0.934
83 Bi 1.t44 1.1556 0.952 0.955 0.939 0.977 0.926 0.993 0.935 0.898 0.905
84 Po 1.114 1,126 0.922 0.929 0.909 0.947 0.899 0.967

87 Fr 1.030 0.840 0.858

88 Ra 1.005 1.016 0.814 0.835 0.803 0.841 0.806 0.871 0.816 0.769 0.775
90 Th 0.956 0.968 0.765 0.793 0.755 0,793 0.765 0.828 0.774 0.723 0.730
91 Pa 0.933 0.945 0.742 0.774 0.732 0.770 0.745 0.808 0.755 0.702 0.709
92U 0.911 0.922 0.720 0.755 0.710 0.748 0.726 0.788 0.736 0.681 0.688

o1 a2 P P2 Pz Pa Ps  Ps B Bo B1o
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Table 2.2 (continued)
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Ly
M;

Abs
Ly

. Edges

Ly Ly

60 Nd
61 Pm
62 Sm
63 Eu
64 Gd

65 Tb
66 Dy
67 Ho
68 Er
69 Tm

70 Yb
71 Lu
72 Hf
73 Ta
4W

75 Re
76 Os
77 Ir

78 Pt
79 Au

80 Hg
81 Tl
82 Pb
83 Bi
84 Po

87 Fr
88 Ra
90 Th
91 Pa
92U

1.878
1.799
1.727
1.657
1.592

1.530
1.473
1.417
1.364
1.315

1.268
1.222
1.179
1.138
1.098

1.061
1.025
0.991
0.958
0.9%6

0.896
0.867
0.840
0.813
0.787

0.716
0.695
0.653
0.634

1.801 1.796 1.744 1.935 1.855 2.676 2.409 1.735

1.659
1.596
1.533

1.476
1.423
1.370
1.321
1.274

1.229
1.185
1.144
1.105
1.068

1.032
0.998
0.965
0.934
0.904

0.875
0.848
0.821
0.796

0.682
0.642
0.624
0.604

1.655
1.590
1.530

1.472
1.416
1,364
1.315
1.268

1.222
1.179
1.138
1.099
1.062

1.026
0.992
0.959
0.928
0.898

0.869
0.841
0.814
0.789
0.764

0.675
0.635
0.617
0,598

1.607
1.544
1.484

1.427
1.375
1.322
1.276
1.229

1.185
1.143
1.103
1.065
1.028

0.993
0.960
0.928
0.897
0.867

0.839
0.812
0.786
0.761

0.650
0.612
0.594
0.576

1.779
1.708
1.641

1.579
1.518
1.462
1.406
1.356

1.306
1.260
1.215
1.173
1.132

1.094
1.057
1.022
0.988
0.956

0.924
0.895
0.866
0.839

0.718
0.675
0.655
0.635

1,706
1.628
1.564

1.503
1.446
1.392

1.290

1.243
1.199
1.155
1.114
1.074

1.037
1.001
0.967
0.934
0.903

0.873
0.844
0.817
0.790
0.764

0.673
0.632
0.613
0.595

2.482
2.395
2.312

2.235
2.158
2.086
2.019
1.955

1.896
1.836
1.781
1.728
1.678

1.630
1.585
1.541
1.499
1.460

1.422
1.385
1.350
1.316

1.167
1.115
1.091
1.067

2.218
2.131
2.049

1.973
1.897
1.826
1.756
1.696

1.635
1.578
1.523
1.471
1.421

1.373
1.328
1.284
1.243
1.203

1.164
1.128
1.092
1.059

0.907
0.854
0.829
0.805

1.668
1.599
1.538
1.478

1.422
1.368
1.320
1.271
1.225

1.182
1.140
1.100
1.062
1.025

0.989
0.957
0.924
0.893
0.864

0.835
0.808
0.782
0.757

0.645
0.606

0.569

1.843
1.765
1.703
1.627
1.563

1.502
1.444
1.390
1.339
1.289

1.243
1.198
1.155
1.114
1,074

1.037
1.001
0.967
0.934
0.903

0.872
0.844
0.816
0.789

0.671
0.630

0.592

1.995
1.918
1.845
1.776
1.712

1.650
1.590
1.637
1.483
1.433

1.386
1.341
1.297
1.256
1.215

1.177
1.141
1.106
1.073
1.040

1.009
0.980
0.951
0.924

0.803
0.761

0.722

0.615
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Table 2.3. Relative Intensity of Lines in the Emission Spectrum of the L Series. Listed
are the relative transition probabilities of individual electron transitions, which were
calculated from the relative line intensities according to the values by Sandstrém (1957),
p. 237; and Sagel (1959), p. 48.

o1 az P1 P2 B3 Pa PBe Pr Po Pro y1 Y2 ys+eya ys 1

Ly Lygr Ly Ly Ly Ly Lypr Ly Ly Ly Ly Ly Ly, Ly Ly Ly Ly
Lyr

My My MyyNy MMy Ny O My MpyNry Nip NpnOpr Ny Mp My
Orv

42 Mo 100 13 59 7.313 9.2 5.9

45 Rh 100 13 58 11 11 7.4 6.6

46 Pd 100 12 56 12 9.26.0 7.2 3.9 21

47 Ag 100 8.646 11 6.63.6 0.51 0.0640.0373.7 0.53 0.83 0.245.0 2.1

73 Ta 100 11 50 17 6.35.7 8.2 1.5 0.560.46 4.1 1.2

74 W 100 11 42 21 6.03.8 1,0 0.49 049 7.3 1.0 1.6 0.400.332.7 1.1

78 Pt 100 12 33 19 6.94.5 6.6 3.4 1.0

90 Th 100 12 42 22 26 1.2 9.6 1.0 4.2 1.6

92 U 100 11 39 23 3.33.4 14 8.1 1.0 2.8 0.88
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Fig. 2.4. Energy-level diagram. Electron transitions corresponding to frequently occur-
ring lines are marked by arrows. K, L, and M series of uranium (after Richtmyer and
Kennard, 1942).
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.60 o zl/u' T T
o Fig. 2.5. Relative photon numbers of
40 » lines or relative transition probabilities
( ,31 . ﬂs)/(x 1 in the spectrum of the K series as a
L ! function of the atomic number [calculated
20 from relative line intensities and aver-
L1 aged over values given by Sandstrom
(B2+BYoy— (1957), p. 236, and Sagel (1959), p. 43].

—

Al (Z = 11) the AIK, line shift (AX) amounts to 1072 A and the AlK; AX
is 2 x 1072 A. The AIlKj line is more affected than the AIK, line because
the former corresponds to an electron transition from the M shell, which
participates in the chemical bonding. Shifts in the wavelength are also
connected with changes in the relative line intensities (Fischer and Baun,
1965). The wavelength of aluminum is also affected by the aluminum

coordination number to oxygen.



Chapter 3

Photoelectrons, Fluorescent Yields, and
Auger Electrons

When materials are irradiated by x-ray quanta a portion of the incident
radiation is absorbed. In this process an electron of the atom is removed
from its normal energy level and, as a photoelectron, absorbs the total
energy of the x-ray quantum. The absorbed energy is, in part, consumed as
the work required to remove the photoelectron from the atom (ionization
work A). The remaining energy appears as kinetic energy of the photo-
electron. The kinetic energy of the photoelectron is given as

1
?mvzzhv—A

where v is the frequency of the absorbed radiation and # is Planck’s constant.
The production of photoelectrons may be seen in a Wilson cloud chamber.
If the energy required to remove a photoelectron from the K shell of an
atom is Ag, then removal is only possible when the energy of the absorbed
quantum is iv > Ax. When this condition is not fulfilled, electrons cannot be
removed from the K shell and, hence, fluorescence cannot occur.

To excite the characteristic radiation of copper and molybdenum,
more than 9 kV and 20 kV, respectively, are required. A 50-kV instrument,
for example, is capable of exciting the K series of elements to europium
(Z = 63), whereas with a 100-kV instrument the K series of the elements
up to lead and bismuth can be excited (Table 1.2).

A hole remains when a photoelectron is removed from an atom. An
electron from a neighboring shell, however, transfers into the hole and, in
this process, emits radiation of an energy corresponding to the energy
difference between the two shells. When studying, in more detail, the energy
emission of an electron during transfer from a higher energy level into a
lower energy level, it is found that electron transfer is not always associated
with emission of an x-ray quantum. The number of electron transitions per
unit time which terminate in a particular energy level is termed »n. Of all n

34
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6 Fig. 3.1. Fluorescent yields Wx and W for the K
/ and L shells of various elements [ W after Roos
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only n, transitions are associated with the emission of x-ray quanta while in
(n — n;) cases no x-ray quanta are emitted. The fluorescent yield W is
defined as the fraction n;/n of all electron transitions which are associated
with the emission of an x-ray quantum

nr

n

Individual shells of an atom have different fluorescent yields, which are
designated Wy, Wi, etc. The fluorescent yield Wy for ionizations in the K
shell of aluminum is Wy, = 0.025, for iron it is Wy = 0.30, and for silver
it is W = 0.82. In case of aluminum only about 2%, of all electron transi-
tions which terminate in the K shell are associated with the emission
of characteristic AlK, or AlKj lines.

The remaining (n — n;) transitions result in the emission of “Auger
electrons.” The Auger electrons originate in the outermost shells of the
atom and are similar to the previously mentioned photoelectrons. An Auger
electron absorbs the total energy which is released duringaninternal electron
transition and escapes from the atom. Its kinetic energy is given as follows

—;—mvzzAEHA

In this equation AE corresponds to the energy difference which is released
during internal electron transition, and A4 to the ionization work required
for the production of the Auger electron. Occurrence of Auger electrons
can also be¢ made visible in the Wilson cloud chamber.



Chapter 4

Qualitative Analysis

4.1. General Remarks

For qualitative analysis it is most advantageous to automatically
scan the complete wavelength range while recording the fluorescent spec-
trum emitted from the sample. Commercial spectrographs are capable of
registering x-ray spectra in the wavelength range from about 0.3 to 12 A.
This range covers the emission spectra of the elements from Z = 11
(sodium) to Z = 92 (uranium). Depending upon the wavelength range of
interest, different analyzing crystals and detectors are employed. A LiF
crystal, for example, is suited for measurement of the spectra of the ele-
ments from Z = 20 (calcium) to Z = 92 (uranium), while with an EDDT
or PE crystal the spectra of the elements from Z = 13 (aluminum) to
Z = 26 (iron) can be registered. Gypsum, ADP, or KHP are used as
analyzing crystals to record the spectra of the elements Z = 11 (sodium)
and Z = 12 (magnesium). Radiation of short wavelength is measured
with scintillation counters and flow proportional counters are employed
for the detection of radiation of long wavelength.

Two major emission spectra are distinguished, namely, the K spectrum
(or K series) and the L spectrum (or L series). These spectra are named,
respectively, after the K and L shells. An element emits the X spectrum
when its K shell is excited, and emission of the L spectrum occurs when the
L shell is excited. The K spectrum has two major lines, namely, the K,
and the K, lines. The « line has the longer wavelength and the higher inten-
sity (approximately four times the intensity of the B line; Fig. 4.1). K,
and Kj; lines are actually doublets consisting of two individual lines that
are very close in wavelength, namely, K,;, K, and K;;, K;g (spin doublets).
The wavelength difference between K,; and K,, lines is approximately
0.004 A, and the difference between K, and Kj; lines is even less (approxi-
mately 0.0007 A). These doublets often cannot be resolved in commercial
spectrometers but appear as single lines. Only in case of high spectral
resolution (second- and third-order reflections) can the K,,; and K, lines be
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Fig. 4.1. K spectrum of yttrium (Z = 39). Right: first-order reflection with
three lines, Ku;,2; Kpi1,3; Kgs,4, which correspond to the electron transitions
Ly, Lyy - K; My, M — K, and Ni, Ny — K. Left: spectrum recorded
with high spectral resolution (second-order reflection); the doublet Kq; 5 is
resolved into K« and Ke«2 lines (topaz diffraction crystal, scintillation counter,
molybdenum x-ray tube).

resolved; even then, however, the Kj;, Kz doublet cannot be resolved.
Occasionally, a third line is observed which, however, is very weak. It
corresponds to the electron transition from the N into the K shell and, for
this reason, has an even shorter wavelength than the Kjg;, Kp3 line. This line
is designated Kjp, 4. It is also a doublet (shielded doublet), the wavelength
difference between Kz, and Kj;, being approximately 0.0006 A. The L
spectrum consists of two intense lines, namely, the L,; and the L;, lines;
again, the $; line is of shorter wavelength than the «; line. Several lines of
medium intensity (Lgg, Lgs, Lgy, L,;) and several weak lines such as L,,,
Ly, Lgs, Lyg, Ly, Ly, L, L, also occur (Figure 4.2). The greater number of
lines in the L series in comparison to the K series is due to the fact that the
K shell has only one energy level while the L shell is split up into three
levels, Ly, Ly, and Ly;; hence, a larger variety of electron transitions is
possible in the L shell. If the energy of the primary x-ray radiation is
sufficient to ionize the K shell, then the L and M shells are ionized as well.
The corresponding L and M spectra, however, are of too long a wavelength
to ordinarily be recorded simultaneously with the K spectrum. In some
instances, however, the L spectrum may be observed together with
the K spectrum (Figure 4.3). Recordings obtained from samples containing
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several elements show overlap of the various spectra of the elements involved
(Figure 4.4). Every K spectrum by itself consists of a more intense K, line
and a somewhat weaker K; line, and every L spectrum consists of two
intense L,; and Ly, lines and weaker Lgy, Lgg, etc. lines.

Identification of individual spectra should best begin with the most
intense line, i.e., with a K,,, L,, or Lg; line. Wavelengths or reflection angles
of all K,;, Ly;, and Ly, lines should be scanned systematically. Once a line
has tentatively been identified, then the remaining lines of the particular
spectrum should be checked for their appropriate intensities. A line can
only be considered to have been properly identified when the complete
spectrum is identified. Once this has been achieved, then all lines of first,
second, and higher order have to be identified in the spectrum in question.
Correspondingly, the strongest lines remaining are compared to all possible
K,1, Ly, and Ly, lines until all lines in the recording are identified. Com-
parative strip-chart recordings obtained from pure elements are often
very helpful for identifying unknown spectra; position and intensity of all
lines in the unknown spectrum can be determined by comparison with the
strip charts of the pure elements.
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Fig. 4.2. L spectrum of tantalum (Z = 73). The reason for
the large number of lines in the L spectrum is that the L
shell consists of three energy levels and, hence, a larger
variety of electron transitions from the M and N shells is
possible (topaz diffraction crystal, scintillation counter,
molybdenum x-ray tube).
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Fig. 4.3. Spectra of samarium (Z = 62). K and L spectra are recorded side by side
(topaz diffraction crystal, scintillation counter, 54 kV, gold x-ray tube; the
gold lines in the spectrum are weakly visible in the range of 26 = 40° to 60°).

4.2. Anomalous Intensities of Lines in a Spectrum

Occasionally, anomalies are observed in the line intensities of a
spectrum. These anomalies are the result of the particular composition of
the sample and the properties of the spectrometer. Such anomalies originate,
for example, when two lines of different spectra overlap; the B line of
yttrium (Z = 39) and the « line of niobium (Z = 41) have nearly the
same wavelength. In a strip-chart recording obtained from a mixture of
yttrium and niobium, both lines occur at the same position. In the yttrium
spectrum, the YK line is therefore too intense while in the niobium
spectrum the intensity of the NbX,, line is too high. Anomalies also occur
when lines of K and L spectra or of two different L spectra overlap.
Examples for overlapping of two lines from different spectra are shown in
Figures 4.5 and 4.6.

In this type of overlap both lines have the same energy and wavelength
and, hence, cannot be resolved even by pulse height discrimination. Two
other nonoverlapping lines of the spectrum have to be chosen for quanti-
tative analysis. The following procedure may be used when intensity
measurement of two overlapping lines of similar wavelength and energy
cannot be avoided. The total intensity of the overlapping lines is measured
first and then the intensity of a line whose value has been determined
indirectly is subtracted from the total intensity. In the indirect deter-
mination of the intensity of a line, recourse is made to the fact that all
emission lines of an element appear simultaneously and always with the
same relative intensities. The intensity of a B line, for example, may be
used to estimate the intensity of the corresponding « line, provided that
the relative line intensities are known. The overlap of the PbL, and AsK,
lines may serve to illustrate this procedure. In order to determine the inten-
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sity of the AsK, line in lead-bearing samples, the intensity of the PbLg,
line must also be measured. The intensity ratio of the lines PbL,/PbLg,
is known to be 0.75, and, thus, the intensity of the PbL, line can easily be
calculated from the intensity of the corresponding PbL;; line. After correct-
ing the intensity of the doublet (PbL, + AsK,) by this amount, the desired
intensity of the AsK, line is obtained. A similar method was described by
Zemany (1960) for the correction of V-Cr-Mn lines in the analysis of
steels.

The x-ray spectrum used for the excitation is scattered diffusely by
the sample and appears to some extent in the recording. Light substances,
such as organic compounds or water, scatter this spectrum particularly well.
Part of the radiation is modified in the scattering process and shifted
towards longer wavelengths (Compton scattering). It is for this reason
that broader lines, with somewhat longer wavelengths, are observed in
addition to the characteristic lines of the anode material; these broader lines
correspond to the modified lines. The tube spectrum or its Compton-
scattered portion may occasionally overlap a fluorescent line and cause
anomalous intensities (Figure 4.6). The following are examples:

FeKu ZnKex

CuKq

J\ {Ju —

Fig. 4.4. Overlap of several K spectra obtained from a mixture. Every
spectrum consists of a strong Ky line and a weaker Kg line of shorter
wavelength. Intensity of the Kg line is approximately four times less than
that of the K, line (topaz diffraction crystal, scintillation counter,
molybdenum x-ray tube).
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Fig. 4.5. Intensity anomalies. Lines of different spectra overlap resulting in
anomalous line intensities. Overlapping is shown for the spectra of niobium
and yttrium, and of holmium and gadolinium (topaz diffraction crystal,
scintillation counter).

Overlapping lines Wavelength A
Compton scattering of WL; and PtL,; 1.29-1.34 and 1.313
Compton scattering of WL, and TaL,, 1.49-1.54 and 1.522
Compton scattering of MoK, and NbK,; 0.73-0.76 and 0.746
Compton scattering of AuL; and SeK,; 1.08-1.17 and 1.105

In addition to the characteristic lines of the anode material, other weak
lines are occasionally observed as ‘“‘contaminants” in the background
radiation, such as lines of Fe, Ni, Cr, Cu, and Zn (from steel and brass), of
Pb (from shielding sheets), and of W (from the filament). These lines are
sometimes troublesome because they can be mistaken to indicate presence
of small amounts of these elements in the sample. The apparatus, however,
can be tested for this radiation using ultrapure samples and corrections
can be made. Interference may also occur by lines of different order
of reflection; a second-order line, for example, may overlap a first-order
line of longer wavelength. In this case, the line of longer wavelength has
approximately double the wavelength of the line of shorter wavelength,
and the line of shorter wavelength is reflected in the second order. Examples
of the overlapping of first- and second-order lines are given below.

Overlapping lines Wavelength A
Zr,K,, and HfL,, 2 x 0.786 = 1.572 and 1.569
ZryK;, and HfL,, 2 x 0.702 = 1.404 and 1.374
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NbyK,; and TaL,,
NbyKj; and TaLg,
MoyK,; and ReL,,
MoyKj;, and ReLy,

x 0.746 = 1.492 and 1.522
x 0.666 = 1.332 and 1.327
x 0.709 = 1.418 and 1.433
x 0.632 = 1.264 and 1.239
Cu,K,; and PK,; x 1.540 = 6.160 and 6.154
CryKy, and AlK, x 2.085 = 8.340 and 8.339
Ag,L, and AlK,, 2 x 4.154 = 8.308 and 8.339

AN

The overlapping lines listed above have different wavelengths and
quantum energies. Using pulse-height discrimination, either of the two
lines may be eliminated so that the intensity of the remaining line can be
measured without interference (Fig. 4.7). Interference by second-order
lines may also be eliminated by lowering the accelerating potential of the
x-ray tube to a value low enough so that only the long-wavelength part of
the spectrum is excited to fluorescence. Furthermore, filters may be used
to selectively absorb the short-wavelength radiation. Analyzing crystals
made of germanium or silicon may be used to suppress second-order
reflections of lighter elements. These crystals have diamond structure and
may be cut so that the second-order reflection is eliminated.

Occasionally, intensity anomalies are caused by the presence of other
components in the sample, which selectively absorb individual lines of the
spectrum. This is the case when the absorption edge of the associated element
in the matrix is located between the individual lines of a spectrum. A good

Fig. 4.6. Intensity anomalies. Overlapping of the spectra of lead and arsenic
(left) and of the spectrum of selenium with an incoherently scattered line of
the gold tube (right) (topaz diffraction crystal, scintillation counter).
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Fig. 4.7. Intensity anomalies. Interference of lines by higher order
reflections of other strong lines (left). Pulse height analysis and dis-
crimination may be employed to eliminate interfering lines (right).
Emission spectrum of hafnium in a mixture with large quantities of
zirconium (LiF diffraction crystal, scintillation counter, gold
x-ray tube).

example is the spectrum of iron when it is associated with manganese. The
wavelength of the K, line of iron (Z = 26) (1.94 A) is longer and the FekK,
line is shorter than the absorption edge of manganese (Z = 25) (1.90 A).
The FeKj line is more strongly absorbed by manganese than is the FekX,
line, and hence, the FeKj line appears too weak in comparison to the FeK,
line (Figure 4.8). Further examples for selective absorption by associated
elements are the following: selective absorption of the NbKj line of niobium
(Z = 41) by yttrium (Z = 39) and zirconium (Z = 40), which causes the
NbK; line to appear weak in comparison to the NbK, line; and selective
absorption of the X; line of zinc (Z' = 30) by ever-present copper (Z = 29).
The fluorescent radiation may also be weakened by the emitting element
itself. When comparing the L spectra of the elements thorium and uranium
it is found that the intensity ratio of the two major lines Lg;/L,; in the
uranium spectrum is different from that of thorium (Figure 4.9). In the
case of thorium (Z = 90), both major lines are longer in wavelength than
the Ly;; absorption edge and, hence, both lines are absorbed about equally
as strongly: in the thorium spectrum both L,; and Lg, lines appear with
approximately the same intensity. The L, line of element uranium (Z = 92)
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Fig. 4.8. Intensity anomalies. The short-
wavelength part of a spectrum may be more
strongly absorbed than the long-wavelength
part due to the presence of certain elements in
the mixture. As a result relative line intensities
appear anomalous. Emission spectrum of iron
in a mixture with manganese (the MnKg line is
visible to the right of the FeK, line). The dashed
line represents the absorption coefficient of
manganese as a function of wavelength (topaz
diffraction crystal, scintillation counter, molyb-
denum x-ray tube).

Fig. 4.9. Intensity anomalies. All emission lines of an element are
absorbed by the element itself. Left: emission spectrum of thorium
exhibiting proper relative line intensities. Right: emission spectrum
of uranium with anomalously weak Lg; line. The L;;; absorption edge
of uranium is of longer wavelength than the Lg, line and, hence, this
line is strongly absorbed by uranium itself and appears weaker.
Dashed lines are the absorption coefficients of thorium and uranium,
respectively (topaz diffraction crystal, scintillation counter, gold
x-ray tube).
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Fig. 4.10. Intensity anomalies. The characteristic radiation of the x-ray
tube may cause selective excitation of certain energy levels of an atom.
The particular lines of the resulting spectrum are therefore unusually
intense. Left: thorium excited by a gold x-ray tube. Right: thorium
excited by a molybdenum x-ray tube.' The MoK, line may cause
additional excitation of the Ly;; energy level of the thorium and, hence,
more frequent occurrence of the transitions Ly — My and Ly — Ny
(topaz diffraction crystal, scintillation counter).

is longer and the Ly, line is shorter in wavelength than the Ly;; absorption
edge. As a result, the L, line is more strongly absorbed than the L, line,
and the former appears considerably weaker than would be expected (Menix,
Halteman, and Garcia, 1963).

Anomalies in the relative line intensities of a spectrum may also be
caused by the particular x-ray tube and counter employed. The character-
istic radiation of a molybdenum tube, for example, has a quantum energy
sufficient to ionize the Ly; energy level of the elements thorium and uranium.
It is, however, too weak to excite the neighboring energy levels L;; and L;.
Therefore, lines representing electron transitions in the Ly; level appear
stronger while lines representing electron transitions in the Ly and L;
levels have normal intensities (Figure 4.10). The characteristic AuLg;
line of a gold tube, for example, causes additional excitation of the Ly
energy level of element tungsten and of the Ly; and Ly levels of tantalum.
Therefore, the intensities of the WL,; and WL;, lines are enhanced in
comparison to that of the WL, line. In the case of tantalum, on the other
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hand, the intensities of the L,;, Lgy, Lgy, L, lines are enhanced in com-
parison to the Lg; and Lg, lines. When using a proportional or a flow
proportional counter filled with argon, the L,; line in the spectrum of
cadmium appears too weak in comparison to the L;; line. The efficiency
of argon-filled counters differs considerably for the two lines because the
absorption edge of argon lies between the CdL,; and the CdLg; lines. The
shorter CdL;, line is more efficiently absorbed and registered by the counter
than is the longer CdL,, line (Figure 4.11). The counting rate for the K,
line of chlorine (Z=17) in an argon-filled flow proportional counter is,
for the same reason, much smaller than it is for the K, line of potassium
(z= 19).
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Fig. 4.11. Intensity anomalies. Depending upon the gas used in a gas-filled
counter, different wavelengths are recorded with different efficiencies. The
long-wavelength part of the spectrum is recorded less efficiently when the
absorption edge of the counter gas lies between two lines of the spectrum and,
hence, relative line intensities appear anomalous. Emission spectra of tin
(left) and cadmium (right) recorded with an argon-filled flow proportional
counter. The dashed line is the absorption coefficient of argon as a function
of wavelength. In the spectrum of cadmium, the absorption edge of the
counter gas is located between the Ly and the Lg, lines and, hence, the Ly line
is registered less efficiently than the LB, line (PE diffraction crystal, chromium
x-ray tube).



Chapter 5

Fluorescent Intensity of a Pure Element

5.1. Derivation of the Intensity Formula

Fluorescence of an element in an x-ray spectrometer is caused by the
primary radiation of an x-ray tube. An x-ray spectrometer can be said to
consist of three major parts, namely, the one that produces the fluorescence,
the one that analyzes it according to wavelength, and the one that registers
the line intensity and the deflection angle (Figure 10.1). The intensity
registered in the readout system depends on several factors, such as, the
anode material of the particular x-ray tube and the tube efficiency. Fluo-
rescent intensity also depends upon the incident and emergence angles of
the radiation. The slit width of the collimator determines that fraction of
the fluorescent radiation which eventually reaches the analyzing crystal.
Depending upon the scattering properties of the crystal, a larger or smaller
fraction of the radiation is scattered and registered in the counter. The
intensity of the radiation registered in the electronic readout system is
further influenced by the efficiency of the counter. Other than on instru-
mental factors, the fluorescent intensity also depends upon the element
itself.

In order to calculate the fluorescent intensity, we consider first the
portion of the x-ray path from the x-ray tube to the exit slit of the colli-
mator. This calculation can be divided into three parts: the decrease in
intensity of incident primary radiation in reaching a layer dx at a depth
x in the sample; the excitation of fluorescent radiation in dx; the decrease
in intensity of the excited fluorescent radiation on its way out of the sample
and until it passes through the collimator. The x-ray tube used to excite
fluorescent radiation emits a polychromatic spectrum; however, for the
present we shall limit our calculations to the fluorescent radiation in the
wavelength range between A and A + dA, where the spectral intensity
reaching the sample is No(A) photons per cm? per sec, and the average angle
of incidence of the radiation is ¢ (Figure 5.1).

47
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Fig. 5.1. Schematic of beam path for
the calculation of fluorescent intensity.

Let us consider the wavelength interval dA. When penetrating the
sample to the layer dx at a depth x the primary number of photons Ny(A)dA
decreases exponentially; the intensity N(A, x) dA at the depth x is equal to

N (A,z) dA = No(A)dA exp [—mi(d) x/sin ¢] é.1)
where p,(A) is the linear absorption coefficient for the wavelength A.

When passing through the layer dx the absorbed number of photons
dN(A, x) is given as follows:

dN (A,x) = N (A, %) dA pi(A) dz [sin ¢ (5.2)
All energy levels of the atom contribute to this absorption and the absorp-

tion coefficient u is the sum of the partial absorption coefficients of the
individual energy levels

M= puxg + prr+ gL+ pror+ ¢
The absorption jump ratio Sk is

ur + prr + gL+ pror 4
pLr+ prir + pror 4+

Sk =

For the moment, we are only interested in the intensity of the K spectrum
and, therefore, only in the number of photons which are absorbed by the
K energy level. This fraction is equal to

px AN (o) = XL gN (az) (53)

pr + prr + prir+ poor + ot Sk

Every absorbed photon excites the K energy level. The excited state results
either in the emission of an Auger electron or in the emission of a fluo-
rescence photon. The fluorescent yield Wy is the probability of the excited
state to result in the emission of fluorescent radiation. Fluorescent radiation
includes all lines of the K series, where the « line is equal to the fraction
Do The number of K, fluorescent photons dNg,(A, x) which originates by
absorption of dN(A, x) primary photons is given as follows:
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AN ks (A ) = ;SESLI— Wips N (A, )
K
SK —1 dx .
-5 Wgps pi(A) Sin g No(2) dA exp [—ui(A)z/sin @]  (5.4)

Parameters which only depend upon the atomic number Z and, thus,
are a constant for every element are summarized in factor E as follows:
Sxg—1
Sk

E = WK pa

X-ray fluorescent radiation which originates in layer dx is emitted centro-
symmetrically in all directions. Only the fraction g, however, passes through
the collimator and towards the crystal. The intensity of the fluorescent
radiation of wavelength « decreases before emerging from the sample by a
factor

exp [—ui (o) x /sin ]

In this equation p,(«) is the linear absorption coefficient and ¢ the emergence
angle of the fluorescent radiation. Thus, we obtain the intensity of the
fluorescent radiation that is produced by primary x-ray radiation of the
wavelength A in a layer dx at a depth x and reaches the analyzing crystal
through the collimator. Fluorescent radiation is produced at all depths of
the sample and, thus, we have to integrate over all x. The primary radiation
is polychromatic and the fluorescent radiation is produced by all wave-
lengths between the continuum limit A, and the absorption edge Ag, of the
element that is to be excited. The continuous x-ray spectrum of the tube
is limited in wavelength towards the short-wavelength end, where the short-
wavelength limit A, depends upon the accelerating potential of the tube.
The fluorescent intensity Ny, is then given by

Ax
Ngo = Siz(p Ef,uz (A) No () dA-
A’O
h
: f da oxp [— (i (2) /sin @ + i () /sin p)] (5.5

0

This expression has a simple solution when the sample thickness / is large
in comparison to the penetration depth. According to Koh and Caugherty
(1952), sample thicknesses of about 0.03 mm are sufficient in the cases of
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chromium, iron, and nickel fluorescence. For thick samples, Ny, is given
as follows:

Ax
q pi(A) No(A)yda
N x = . . B 56
K sin ¢ f,uz(l)/smtp—}—m(oc)/smw (5:6)
P
The fluorescent intensity for thin layers is given as follows:
Ak
Newe 9 F i (1) Nod da )
K in @ ui(A) /sin ¢ + pi(a) /sin
- {1 —exp [—h (ui (A} /sin o+ pi (&) /sin )]} (5.7

The intensity of thin layers of up to about 1000 A can be calculated suffi-
ciently by developing the exponential function of a row to the second
term (Weyl, 1961).

exp [— & (ui(4) /sin @+ ui(4) /sin p)] =
=1—h (ui(A)/sin @+ i (o) /sin ) + -+ - -
The fluorescent intensity in thin layers is given as

Ax

Ef‘ul(l) No(A) hdA = prop & (5.8)

Ao

Nsz:""

sin @

and is proportional to the thickness. The fluorescent intensity N, that
passes through the collimator onto the analyzing crystal is reflected by the
crystal and registered by the counter. The scattering efficiency of the crystal
in regard to the incident line is designated S, and the counting efficiency
of the counter is designated 4. After passage through the linear amplifier,
the discriminator, and other devices of the electronic readout system, the
registered pulse rate N* is given with a probability D as follows:

N* = DAS Nk« (5.9)

If the intensity of a line, other than that of the K, line, is to be calculated,
then the corresponding values for the particular line have to be introduced
into the formula. The « line of the L series, for example, originates by elec-
tron transitions into the Ly; energy level of the atom. Only part of the
primary radiation absorbed in the layer dx is absorbed by this energy level.
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The Ly energy level absorbs the following fractions (Simy, Spu, and Si;
are the absorption jump ratios):

M___l_ when the wavelength A of

Scrr the absorbed radiation is Arzr < A < Apr
Srrr—1

o when Arr<i<A
ScrrSrir L Lo
Scrr—1

—_— when 1< A
ScrrSeirSer L

The fraction Wy, in accordance with the fluorescent yield, causes emission
of fluorescent radiation. Only the fraction i, of the radiation emitted by the
Ly;; subseries consists of the fluorescent line L,. The intensity, dN.,, which
originates from the absorbed primary radiation dN(A, x) in the layer
dx is, for the wavelength range A < Ay, given by the equation

Spr—1

dNp« (A, x) = AN (4, %) Wip,

SLIIISLIISLI

The remaining calculation of the intensity for L lines is the same as that
of K lines.

In general, fluorescence is produced by a broad range of the poly-
chromatic continuous spectrum. All incident photons which interact with
the sample are absorbed and, with the same probability, cause fluorescence.
The average penetration depth, however, is different for the different wave-
lengths, and so is the decrease in intensity of the emitted radiation which
originates at various depths. Normally, the sample is very thick in com-
parison to the penetration depth of the x-ray radiation (0.1 to 0.3 mm.)
It is for this reason that all wavelengths of the spectrum contribute to the
production of fluorescent radiation provided they are more energetic than
the absorption edge (Figure 5.2). The results are different, however, if a
very thin foil is irradiated. In this case the wavelengths close to the absorp-
tion edge would be more strongly absorbed than those which are further
away from it and, hence, the fluorescent radiation would largely be pro-
duced by the primary radiation of a wavelength close to that of the
absorption edge.

The formulas for fluorescent intensities of thick samples contain the
linear absorption coefficients. It is often desirable to replace the linear
absorption coefficients by the mass absorption coefficients. In order to
transform the equation, the density p is introduced because the mass absorp-
tion coefficient u,, is defined as p;/p = p, (see Chapter 1)
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Fig. 5.2. Calculated fluorescent intensity produced by a certain
wavelength range. It is apparent that in case of thick samples the
fluorescent radiation is excited by all wavelength ranges of the
primary continuous x-ray spectrum. Dotted line: continuous
x-ray spectrum of a 50-kV molybdenum x-ray tube, plotted
on an eleven-fold reduced scale (Miiller, 1962b).

Ax

Newe — 1 g tm(A) No(A)dA
" sing Um(A)/sin @ + pum (a) /sin p
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5.2. Dependence of Fluorescent Intensity on the Anode Material

of the Tube

To supplement the previous discussion we investigate the dependence
of the fluorescent intensity on the anode material of a particular x-ray tube.
An x-ray tube emits a polychromatic continuous x-ray spectrum whose
short-wavelength limit A, is determined by the accelerating potential of
the tube. The characteristic lines of the anode material are superimposed
onto the continuous x-ray spectrum (Figure 10.5). Fluorescence is produced
only by that portion of the radiation which is shorter in wavelength than
the absorption edge of the material which is to be excited. In order to
investigate the dependence of the fluorescent intensity on the anode
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material of the tube, it is desirable to measure and compare the intensities
of two tubes with different anode materials. In Figure 5.3. the resulting
intensities of titanium (Z = 22) to uranium (Z = 92) are presented as a
function of their atomic numbers. The fluorescent yields and, therefore,
the fluorescent intensities of the light elements increase with increasing
atomic number. The K series fluorescent intensity of medium-heavy ele-
ments, however, decreases with increasing atomic number because the
K absorption edges of these elements quickly approach the short-wavelength
limit A, of the continuum, and the number of primary photons available for
excitation in the interval between A, and A decreases quickly. Shift of the
absorption edges towards shorter wavelengths further results in a tendency
for the characteristic lines of anode materials of increasing atomic numbers
to be located on the long-wavelength side of the absorption edges; hence,
they cease to contribute to fluorescent excitation and discontinuity positions
originate (for light elements the characteristic lines of the anode materials
are on the short-wavelength side of the absorption edge, thus contri-
buting heavily to fluorescent excitation). For example, the use of a molyb-
denum target x-ray tube results in a sharp discontinuity in the fluorescent
intensity at Z = 39 (yttrium) and 40 (zirconium). A second “jump” occurs
at Z = 41 (niobium) and 42 (molybdenum). The first jump is due to the
inability of the strong MoK, line to excite fluorescence in yttrium or zir-
conium. The second jump is due to the inability of the MoK} line to cause
fluorescence in niobium and molybdenum. The intensity difference (before
vs after the discontinuity) is proportional to the fraction of the tube
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Fig. 5.3. Experimentally determined fluorescent intensities of the elements as a function
of their atomic numbers using molybdenum and tungsten tubes. K, and Ly lines [Philips
x-ray spectrograph: 50-kV, 20-mA tube, topaz diffraction crystal, scintillation counter;
(Miiller, 19625)].
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Fig. 5.4. Fluorescent intensities of the elements calcium
(Z = 20) to iron (Z = 26) as a function of their atomic
numbers. Excitation was by a chromium and a gold
tube, Ka lines (50 kV, PE diffraction crystal, argon flow
proportional counter, vacuum; author’s measurements).
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intensity due to these two lines. In the most favorable case, 609 of the
fluorescent radiation of molybdenum and copper tubes is produced by
characteristic lines. In the case of light elements the characteristic radiation
of a chromium tube may account for up to 859 of the total fluorescent
radiation (Figure 5.4). Carter (1962) and Louis (1964) compared fluorescent

Table 5.1. Elements Which Can be Excited to Fluorescence in the K or L;;; Energy Levels
by the Characteristic Radiation of the Tube

Characteristic
line of tube

In K energy level

In L;;; energy level

CrKq to Z = 22 (titanium) to Z = 56 (barium)
CrKg to Z = 23 (vanadiurn) to Z = 58 (cerium)
CuKx to Z = 27 (cobalt) to Z = 66 (dysprosium)
CuKg to Z = 28 (nickel) to Z = 69 (thulium)
MoK« to Z = 39 (yttrium) to Z = 92 (uranium)
MoKg to Z = 41 (niobium) to Z = 97 (berkelium)
AgKa to Z = 44 (ruthenium) beyond uranium
AgKg to Z = 46 (palladium) beyond uranium

AgLy to Z = 17 (chlorine) to Z = 44 (ruthenium)
AgLg; to Z = 17 (chlorine) to Z = 45 (rhodium)
WL, to Z = 28 (nickel) to Z = 68 (erbium)
WLg, to Z = 30 (zinc) to Z = 72 (hafnium)
AulLy to Z = 30 (zinc) to Z = 72 (hafnium)
AulLg, to Z = 32 (germanium) to Z = 77 (iridium)
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Table 5.2. Fluorescent Intensities (in counts/sec) of Some Elements Which Were Excited
Exclusively by the Continuous Radiation of Tungsten or Molybdenum Tubes®

Element With tungsten tube With molybdenum tube  Ratio
Molybdenum (Z = 42) 35,570 21,020 1.69
Silver (Z = 47) 26,350 14,890 1.77
Cadmium (Z = 48) 24,590 13,740 1.79
Tellurium (Z = 52) 14,720 8,000 1.84
Barium (Z = 56) 7,460 4,000 1.86
Z =14 Z =42 1.76

¢ (Miiller, 1962b).

intensities of various light elements when excited by chromium and
tungsten tubes. For light elements, the intensities obtained with a chromium
tube are 3 to 4 times larger than those obtained with a tungsten tube.
Elements which can be excited by the characteristic tube radiation
to fluoresce in the K and L energy levels are listed in Table 5.1. In the case
of an x-ray fluorescence unit with open tube, any suitable metal may be
chosen as an anode; thus, it is possible to select an anode material whose
characteristic lines appear in a favorable position in regard to the absorp-
tion edge of the element that is to be analyzed. Rabillon (1961) selected the

Excited by
characteristic radiation
? Mo tube
c
2 Excited by
£ continuous radiation
2 90 2z
Excited by
characteristic radiation
2 W tube
‘» Excited by
s continuous radiation
Pt
c

20 30 4 50 6 7 80 9 2
K series L series

Fig. 5.5. Fluorescent intensities of the elements, separated
into the two portions which originate, respectively, from the
continuous x-ray spectrum and the characteristic radiation
of the tube (Miiller, 19625).
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Table 5.3. Relative Fluorescent Intensities of Some Elements Excited by X-Ray Tubes
with Different Anode Materials (Rabillon, 1961). The indices K or L are to indicate that
the characteristic K or L radiation of the tube contributes to the excitation. Values are
arbitrarily normalized for the tungsten tube to be equal to 100.

Irradiated element

Anode 165 170 22Ti 24Cr 25Mn 26Fec 29Cu 30Zn 42 Mo
24.Cr 184K 165K 160K

26-Fo 171K

27-Co 150K

28.Ni 109K

29-Cu 107K 90K 102K 108K 111K 106K 31 41

42.Mo 62K 52K 43K 48K 57K

45-Rh 847L 917K
46.Pd 1640 194L 107K
T4W 100Z  100L 1000 100L 100k  100L 100L  100L 100

78-Pt 132L

79-Au 1287

proper anode materials for excitation of a number of elements which
resulted in a two-fold gain in intensity in comparison to a tube with a heavy
anode such as tungsten or gold (Table 5.3). An appreciable portion of
the fluorescence is often produced by the continuous x-ray spectrum of
the tube (Figure 5.5). The intensity of the continuous x-ray spectrum may
therefore be increased by proper choice of the anode material. The intensity
of the continuous x-ray spectrum is proportional to the atomic number
of the anode material. For the same accelerating potential and tube
current, the continuum of a tungsten tube (Z = 74) is approximately
3 times as intense as that of a chromium tube (Z = 24) and, hence, excites
the fluorescence of an element three times as strongly. Therefore, two
possibilities exist to achieve strong fluorescence of an element. First, a
tube may be selected whose characteristic radiation is located favorably
in regard to the absorption edge of the element that is to be excited (for
example, a molybdenum tube for the elements Br, Rb, Sr, Th,and U, or a
chromium tube for the elements K, Ca, and Ti) or, second, an element of
high atomic number and, hence, more intense continuous x-ray radiation
may be chosen (for example, a tungsten or gold tube for the elements
V, Mn, Ag, Sn, and Ba).
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Fluorescent Intensity of an Element in
Two- and Multicomponent Mixtures

6.1. Derivation of the Intensity Formula

The fluorescent intensity of an element in a mixture does not only
depend upon its concentration but also upon the elements associated with
it in the sample. The intensity of the fluorescent radiation of the element
nickel in steel, for example, is six times lower than the intensity emitted
by the same element when in aluminum and approximately thirty times
lower when in an organic substance. Part of the primary tube radiation is
absorbed by the associated elements and does not contribute to the exci-
tation of secondary fluorescent radiation. Furthermore, absorption of
secondary radiation in the sample depends upon the respective absorption
coefficients, resulting in fluorescence of different intensities.

Let us assume the sample to be a mixture consisting of the elements
A, B, C, ... whose concentrations by weight are C4, Cg, Cg, . . . It is further
assumed that the sum of all concentrations is

Ca+Cp+Cc+--=1

The fluorescent intensity of element A, which is produced by the primary
tube radiation and which is not additionally excited by the associated
elements in the sample, is calculated (the fluorescent radiations of the
associated elements are assumed to be at longer wavelengths than the
absorption edge of element A). The intensity of the primary tube radiation
in the wavelength range between A and A + dx is Ny(A) dA photons per cm?
per second. The radiation is assumed to enter the sample surface under the
angle p. The primary radiation, which causes the fluorescence, exponentially
decreases in intensity with increasing penetration depth. Every element con-
tributes to the decrease in intensity according to its concentration and mass
absorption coefficient. The mass absorption coefficient of a mixture is the
weighted average of the absorption coefficients of the pure elements

57
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p(A) = Capa(d) + Cspus(A) + Copc (A)+ - - -

where p,(A), pg(d), pc(d), ... are the mass absorption coefficients of the
elements for the wavelength A. For the calculation in question an incident
beam of 1-cm? cross section is considered. Before reaching the layer dx
at a depth x the incident primary radiation passes through the mass of
lem?-xp/sin @, where p is the average density (Figure 6.1). The initial
intensity Ny(A) dA of the primary radiation is reduced to the amount
N(A, x) dA

N (A,2)dA = No(4) dAd exp [—p (A) x g /sin ¢] (6.1)
In the layer dx the amount dN(A, x) is absorbed by the mass dxp/sin ¢
dN (Ad,x) = N (A, x) dA p(A) dz g /sin ¢ (6.2)

As we are calculating the fluorescent intensity of the element A, only that
fraction which is absorbed by the element A is considered. This fraction is
given as follows:

Capa(d)
©(4)

All energy levels of the atom contribute to the absorption.

We are interested for the moment only in the fluorescent intensity of
the K spectrum and, hence, only in the number of photons which are
absorbed by the K energy level of the element A; this fraction is
(Sx — 1)/Sk. The excited state of the K energy level yields emission of x-ray
fluorescent radiation with a certain probability Wy, which is the fluorescent
yield. The fraction of the fluorescent radiation which is due to the « line
is given by p,. All constant parameters which, for the element A, depend
only upon the atomic number are summarized in the factor E,

Sk —1

Es= Sx Wk Pa

Fig. 6.1. Calculation of fluorescent intensity.
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Part of the primary radiation, dN(A, x), which is absorbed in the layer dx,
contributes to the fluorescent radiation and appears as the K, line of the
element 4. The intensity dN, of this line is as follows:
Capa(d)
u(2)

= N (A, 2) dAE4Capa(A)o dz [sin ¢ (6.4)

dN4 (A,x) = dN (4, z) Ea (6.3)

The fluorescent radiation which originates in the layer dx is emitted uni-
formally in all directions, and the fraction g passes through the collimator
towards the crystal. Before emergence, the radiation passes through the
mass xp/sin ¢ whereby the emerging beam has a cross section of 1 cm?-sin
¥ sin p, where i is the angle between the emerging radiation and the
sample surface. The unit of the mass absorption coefficient is given in
g~ ' cm?. The value of the mass absorption coefficient for a beam of a cross
section of 1 cm?2-sin y/sin ¢, is given as

sin @

() —— ”
Before emerging from the sample the radiation of the wavelength « is
absorbed exponentially by the factor

exp [—pu (@) o /sin y]

where the mass absorption coefficient u(«) is the weighted average of the
mass absorption coefficients of the pure elements for the wavelength «:

p(o) = Capa(a@) + Copn(x) + Cope (@) + ++

We obtain the fluorescent intensity of element A which is produced in the
layer dx by the primary tube radiation of the wavelength A and which passes
through the collimator onto the analyzing crystal. This radiation is produced
at all depths x and by all wavelengths between the short wavelength limit
of the continuum A, of the tube spectrum and the absorption edge A4
of element A. The fluorescent intensity, N,, of the element A is then
given by

Aa

Na=-1 EACAf,uA(}.)QNo(}.)dl'

sin @

Ao
h

: f dwexp [—ag (u(A) /sin ¢+ p (o) sin )] (6.5

0
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NiKa
200

—
[¥
o

Fig. 6.2. Comparison of measured and calculated
intensity of the NiKy line as a function of Ni concen-
tration in iron-nickel alloys (Seeman et al., 1961).
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This expression has a simple solution when the sample thickness is very
large in comparison to the penetration depth of the x-rays. For thick
samples (A = o0) it is

2.

By Y 4a() No(h) da
Na= sin @ Ea OAf w(A)/sin @ + p(a)/siny (6.6)

Ao

The mass absorption coefficients u(A) and p(e) consist of the absorption
coefficients of the pure elements.
When introducing the absorption coefficients of the elements we obtain

Na=—2L E,04
sin (p
Aa

_ f pa(h) No(A) d2
Ca{u(A)/singp+ u(x) /siny}a + Cp{u(A)/sing+ u(x) /siny}s + « - -
6.7)

The contribution of the individual elements to the absorption can be
abbreviated as follows:

{u () /sin ¢ + w (o) /sin p} = i (a)

In thin samples of thickness /4, where % is smaller than the penetration
depth of the x-ray radiation, the fluorescent intensity of element A is given
as follows:
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Aa
P o, f pa(A) No(R) di
sin @ Cafia(e) + Cpfin(x) + -+
{1 —exp [~ ho (Ca@ia(x)+ Criin(a)+ - - )]} (6.8)

The exponential function is developed to the second term and an approxi-
mate expression for the intensity emitted by thin layers is obtained

A4

Nao q(p EACAth 14 (2) No(A) dA (6.9)

sin
lo

In contrast to fluorescence of pure elements, where sample thicknesses
of 0.05 to 0.10 mm are sufficient for maximum intensity, up to 5-mm thick
samples are required, for example, for the analysis of a heavy metal in an
organic substance. The intensity formula was first derived by Hamos (1945)
and later discussed by Gillam and Heal (1953), Sherman (1954, 1955),
Beattie and Brissey (1954), Seeman, Schmidt, and Stavenow (1961), and
Miiller (1962a). Seeman et al. and Miiller calculated the fluorescent intensity
with this formula for several two-component mixtures (Figures 6.2 and 6.3),
while Criss and Birks (1968) calculated the relative intensities of alloyed
components in steel and compared them to experimentally determined

Ta,05 in CaO Ta,0; in Fe,0,

Intensity
Intensity

A B

0 25 5 75 100 0 25 50 75 100
Concentration, % Concentration, %

Nb,0; in Ta,0s Nb,0, in Fe,0,

Intensity
Intensity

c D

0 25 50 75 100 0 25 50 75 100
Concentration, % Concentration, %

Fig. 6.3. Comparison of measured (---) to calcu-
lated (—) intensities as a function of concentra-
tion (Miiller, 19624).
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values. These calculations, however, are too complicated for most routine
laboratory work. For the most part, the derived formula serves as a starting
point for further considerations. As the maximal and integral intensities
are proportional for a line, it is common practice in analysis to measure
only the maximal line intensity.

6.2. Intensity Formula for Low Concentrations

The formula for fluorescent intensity is simplified when the particular
element A of the mixture occurs in very low concentrations (concen-
tration range C, = 1073 to 1075). The contribution of element A to the
absorption of the x-ray radiation is proportional to its concentration and
can therefore be neglected. The denominator of the equation for fluorescent
intensity now contains only the contributions by the associated elements
B, C, ..., instead of the sum of the contributions by the elements A, B,
C,..

A
q pua(4) No(A)dA
—— K404 - =
sin @ Cspin(a) + Cefic(o) + - -+

Ao

A =-

6.3. Effects of Associated Elements on the Fluorescent Intensity

The fluorescent intensity of an element in a mixture with other elements
is not only dependent upon its concentration, properties, and the exciting
radiation but also dependent upon the concentration and properties of the
associated elements. The effects of associated elements on the fluorescent
intensity of iron was thoroughly studied by Mitchell (1961). He mixed
identical amounts of iron oxide (10 wt. %) with various metal oxides and
plotted the resulting fluorescent intensity of the iron vs the atomic number
of the respective associated elements (Figure 6.4). The fluorescent intensity
of iron depends strongly upon the nature of the associated element. The
effects of associated elements on the fluorescent intensity are best estimated
with the aid of the intensity formula. In the denominator of this equation
are the mass absorption coefficients of iron oxide and of the admixed metal
oxides, both for the primary tube radiation as well as for the emerging
iron radiation:

0.1{u(A) /sinp+ u (Feg,) /siny}+ 0.9 {u(d) /sin ¢+ u(Feg,) /siny}

of Fe;O3 of associated oxide

The larger the mass absorption coefficient

{u () [sin ¢ + p(Feg,)/sin p}
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800 10% Fe,0,
o 4
L Ni
© 600 1
ol
g 400 | Fig. 6.4. Fluorescent intensity for 109, Fe,Oj; in
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of the associated oxide, the lower is the resulting fluorescent intensity of
iron. Let us investigate the dependence of the values p(FeK,) and u(})
from the atomic number of the associated elements. Starting with calcium,
both values increase with increasing atomic number until they reach a
first maximum at atomic number Z = 24 (chromium); correspondingly,
the fluorescent intensity of iron in a mixture with chromium oxide is at a
minimum. In the case of elements with atomic numbers larger than Z = 24
(chromium) the value for u(FeK,) is much smaller than in the case of the
immediately preceding elements. This is because the iron radiation is located
on the long-wavelength side of their K absorption edges and, hence, is only
absorbed. Furthermore, the K absorption edges of the associated elements
starting with Z = 27 (cobalt) are located below the absorption edge of iron.
As a result, the long-wavelength part of the primary tube radiation is
absorbed less than the short-wavelength part and, hence, the average
value for p(A) decreases with increasing atomic number. Furthermore, the
fluorescent radiation of associated elements of atomic numbers larger than
27 cause additional fluorescence of the iron. The intensity of iron radiation
in a mixture with nickel oxide is therefore at a maximum. For associated
elements of still higher atomic numbers, the fluorescent intensity of iron
decreases gradually, although occasional maximum and minimum values
may occur at light atomic numbers. This is due to a shift in the L absorption
edge of the associated elements from the long-wavelength side of the FeK,
line to the short-wavelength side which results in abrupt changes of the
values for p(FeK,) and u(A). The rule, that the fluorescent intensity of an
element is smaller the heavier the associated component, has to be modified
in certain instances.
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6.4. Example of the Numerical Calculation and the Term Weighted—

Average Wavelength

The numerical calculation of the relative fluorescent intensity from the
intensity formula is illustrated here. We calculate the intensity of the NbK,
fluorescent line for a mixture of 25 wt. % Nb,O5 and 75 wt. %, Ta,05. For
this calculation the intensity and spectral distribution Ny(A) of the primary
tube radiation used for the excitation has to be known. The spectral
distribution can be taken from published tube spectra in the literature or it
can be determined experimentally by scattering of the tube radiation by a
light matrix. However, only the relative intensity distribution in the tube
spectrum is known; the factor which correlates the effective intensities to
the experimentally determined values is not known even to an order of
magnitude. In order to make possible the calculation of the fluorescent
intensity, the relative intensity of the 100 9, pure element is also calculated
and the fluorescent intensity in the mixture is expressed as a fraction of
the intensity obtained from the 1009, pure element. In our example, the
spectrum of a molybdenum tube at 50 kV serves as a basis (Figure 10.5).
As only relative intensities are to be calculated, the effect of the collimator,
the factor g/sin ¢, the scattering efficiency S of the analyzing crystal, the
efficiency 4 of the counter, and the electron registration efficiency D for the
NbK, line may be neglected. The value E, which includes the height of the
absorption jump ratio, the fluorescent yield, and the relative line intensity,
is a constant for the NbK, line and will not have to be calculated for the
relative intensities in question. The values for the mass absorption co-
efficients of the elements niobium and tantalum were taken from Table 1.3.

25% Nb,Os + 75% Ta;0s 100 % NbyOs
100 4 100
Area x 0.25
> z
5 e
H s
£ £
o | 2 1
> <
2 S
S A °
é’ %
0 . 0 : — -
0 08 A 0 A 08A

Fig. 6.5. Graphical presentation of the integral for the relative
fluorescent intensity. In addition, the rectangle of equal area and
the position of the weighted-average wavelength A are shown.
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Table 6.1. Numerical Calculation of the Function. for Several Wavelengths A

11 I11 v v VI VII VIII

yl No(A)  u(d) IIXIII p(A) #(0.75) V4VI  0.25x VII
Nb2Os sin ¢ sin ¢

0.65 88 62.2 5470 67.6 27.4 95.0 23.8
0.6 95 51.0 4840 55.4 27.4 82.8 20.7
0.5 108 31.5 3400 34.2 27.4 61.6 15.4
0.4 111 17.5 1940 19.0 27.4 46.4 11.6
0.3 58 7.4 430 8.0 27.4 35.4 8.8
0.25 0 4.9 0 5.3 27.4 32.7 8.2
MoKg 80 61.8 4940 67.1 27.4 94.5 23.6
I IX X1 XI1I XIII X1V XV
A n(A) n(A) #(0.75)  X4XT 0,75x XII VIII4-XIII 1V:

TagOs5 sin @ sin y X1V
0.65 64.8 70.0 157 227.0 170.3 194.1 28.2
0.6 51.8 55.9 157 212.9 166.0 186.7 25.9
0.5 31.2 33.6 157 190.6 143.0 158.4 21.5
0.4 16.8 18.1 157 175.1 131.4 143.0 13.6
0.3 7.8 8.4 157 165.4 124.0 132.8 3.2
0.25 4.9 5.3 157 162.3 121.8 130.0 0
MoKz  60.0 64.7 157 221.7 166.4 190.0 26.0
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Because of a niobium content of 0.70, the mass absorption coefficient of
Nb,O; is smaller by that factor; for Ta,Oj this factor is 0.82. An average
incidence angle of ¢ = 67° and an average emergence angle of ¢ = 35° is
assumed (Philips spectrometer). The relative fluorescent intensity of the
NbK, line (A = 0.75A) in a mixture of 25 wt.% Nb,O5 with 75 wt. %
Ta,0; is given as follows:

NNbk, = prop 0.25-

0.65
u (A)Nb205 Ny (}u) di

(.)j; 0.25 {u(4) /sing+ pu (Nbg,) /siny} + 0.75 {u(A) /sing + u (Nbg,) / siny}
2

From Nb.Os From Taz0s

The integration extends from the short-wavelength limit of the continuum
(x-ray tube accelerating voltage = 50 kV; A = 0.25 A) to the K absorption
edge of niobium (A = 0.65 A). Integration is carried out graphically by
calculating the value of the function for several wavelengths A and by
measuring the area which is determined by these points (Table 6.1 and
Figure 6.5). The calculated ratio of the intensity of 25 %, Nb,Oj, in a mixture
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with 759 Ta,Oj, to the intensity of pure Nb,O; is 0.10, while the experi-
mentally determined value is 0.11.

Kalman and Heller (1962) and Pluchery (1963) pointed out that
according to the average-value theorem of the integral calculation, a
wavelength A must exist, for which the following equation is fulfilled:

Ak

f u (1) No(2) da - u(2) No (1) o)

@ (4)[sin @ + p(a)/sin y w(A)/sin @ + p(a)/sin p

Ao

The wavelength A is referred to as the weighted-average wavelength. The
integral can be thought of as being replaced by a rectangle of equal area,
which has one side equal to the distance between lower and upper limit of
the integral. The height of the rectangle corresponds to the value of the
function at A. It should be pointed out, however, that the weighted average
is not located at one and the same wavelength for both mixture and pure
elements, although deviations are usually small. In the present example,
the weighted-average wavelength for the mixture is located at A = 0.52 A
and for the pure component it is at A = 0.50 A.

Leroux et al. (1967b) experimentally determined the weighted-average
wavelength for several elements. They found that the weighted-average
wavelength is appreciably shorter than the absorption edge of the fluo-
rescent element, although fluorescence is most effectively produced by
wavelengths near the absorption edge.
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Interelemental or Secondary Excitation

In certain cases fluorescent excitation of an element not only results from
the primary radiation of an x-ray tube but also from the fluorescent radi-
ation of the associated elements.

Primary radiation Fluorescent
of the x-ray tube } ~ radiation

Primary radiation } _, Fluorescent radiation _, Fluorescent
of the x-ray tube of the associated element radiation

For secondary excitation the fluorescent radiation of the associated
elements must, however, be of shorter wavelength and of higher energy
than the absorption edge of the element that is to be excited. Secondary
excitation by associated elements adds to the excitation by the primary
radiation of the tube. The intensity of the fluorescent radiation- of elements
which, in addition, are excited by associated elements is therefore larger
than the intensity of elements which are only excited by the radiation
from the x-ray tube. In contrast to direct excitation, where the primary
radiation source (x-ray tube) is located outside the sample, interelemental
excitation occurs from excitation centers which are distributed throughout
the sample and act as point sources of secondary radiation (Figures 7.1
and 7.2). Let us assume a point source of radiation in a layer dx at a depth
x in the sample and calculate the energy irradiated by the point source onto
plane K located at a distance |x — k| from the source. At distance r from the
source the intensity Q (in photons/sec) decreases to the following amount:

doe XPL—re ©(B)] (7.1)

This equation accounts for the exponential absorption of the radiation of
wavelength B by the mass between the source and plane K. Let us consider

67
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a cone of rays emanating from the source that intersects a plane K in an
infinitesimal circle of points at distance r from the source. The number
of photons which intersect plane K under angle ¢ is given as follows (Figure
7.2):
—Q—exp [—rop(B)] 2 = udu cos 6 (7.2)
4 7r2 )
When passing through layer dk, the following fraction of photons is

absorbed by element A and results, with the probability £,, in fluorescent
radiation of wavelength o:

Capua(p)dk | cos 6

We replace the terms r and u by the corresponding functions of |x — k| and
6. The source Q emits radiation onto the plane through all angles 6 and in
layer dk, which is at a distance |x — k| from the plane K, fluorescent radi-
ation of intensity dN,, is produced:
0=90°
iN. = -2 Caopa(B)dk ftan 6 exp {—ﬁ——k' ouB|do (7.3
* 2 cos 0

6=0

By substituting 1 = 1/cos 6, this function can be transformed into a well-
known integral given in the literature (Integral Exponential Functions,
Jahnke, Emde, and Losch, 1960; Handbook of Chemistry and Physics):

oo

dN, = %OAQ,UA (ﬂ)dkf%exp [—|x—k|ou(B)t] dt (7.4)

1

N

A \\\,
X-ray tube \
Fig. 7.1. Excitation of fluorescence by primary radiation of the x-ray
tube (left) and by fluorescent radiation of the associated elements
(right). In the first case the center of excitation is located outside

the sample, while in case of interelemental excitation the secondary
excitation centers are located within the sample.
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Fig. 7.2. Calculation of interelemental
excitation.

Fluorescent radiation is emitted in all directions. However, only the fraction
g passes through the collimator and towards the analyzing crystal as a
parallel beam. When passing from a depth & to the emergence point from
the sample, the fluorescent radiation is exponentially absorbed by the
atoms of the sample (¢ = emergence angle)

exp [—kou (o) /sin p] *

For polychromatic excitation, the intensity of the source Q at a depth x
is given as follows (Chapter 6):

Ap

EgC .
Q= s?‘—n;e_‘[ No(2) pp(A) exp [—xou(A)/sin @] dxd
1‘0

The source Q produces fluorescence of the element A at all distances
|x — k|; for the source itself, all values of x apply. The total fluorescent
intensity of the element A which is produced by the associated element B
is given as follows (Gillam and Heal, 1952; Sherman, 1955; Renaud, 1963):

Ap
. q EpCpus(d) No(A)dA
Na= 2 sin ¢ EACA‘uA(ﬂ)f w(A)/sin @ + p (o) /siny L
Ao

In (14 p(x) / p(p)sin ¢) L Ind tp@/pBsing | g
M (o) [/ sin @ p(A) /siny

with L = [

* Dual meaning of «: in Chapters 2, 4, 5, and 6, « is used as the symbol for the
strongest line in the emission spectrum of a series, for example K and Kp lines. In the
present and the remaining chapters, however, « is the fluorescent wavelength of the
element A just as B or y designate the fluorescent wavelengths of the elements B or C.
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Fig. 7.3. Upper portion: Comparison of measured fluorescent intensities (- - )
with calculated intensities (—). Interelemental excitation was not taken into
account in the calculation. The magnitude of interelemental excitation may be
estimated from the difference between the curves and the dots. Lower portion:
Wavelength of the radiation of the particular associated element in relation to
the absorption edge of the element that is to be excited. Lightly dotted curve is
the tube spectrum of the molybdenum tube at an accelerating potential of
50 kV (Miiller, 1962a).

Integration over dA extends from the short-wavelength limit of the con-
tinuum A,, to the absorption edge Ag of the associated element and covers
a smaller wavelength range than the primary radiation of the x-ray tube.
In the latter case, integration is extended to the absorption edge A, of the
element that is to be excited.

Gillam and Heal estimated that in the case of an 809, Fe-209 Ni
alloy, the secondary radiation of nickel enhances the intensity of the iron
radiation by 10 %,. Laffolie (1962b) finds that in the case of low alloyed steels,
the intensity of chromium increases by a factor of 1.39 due to fluorescence
by the FeK, line. Measurements by Kopineck and Schmitt (1961) of a
mixture of 50 % Fe—50 %, Mo indicate, that depending upon the accelerating
potential, approximately 20 to 259 of the fluorescent intensity of the iron
is produced by secondary fluorescence of the associated element molyb-
denum. Miiller (1962a) calculated the fluorescent intensity for several two-
component systems as a function of the concentration without taking into
account interelement excitation, and compared the calculated intensities
with measured intensities in order to estimate the magnitude of inter-
elemental excitation. The magnitude of the interelemental excitation
depends upon the wavelength of the radiation of the associated elements in
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relationship to the absorption edge of the element that is to be excited.
Interelemental excitation is negligible when the radiation of the associated
element is far away from the absorption edge. When the radiation is close
to the absorption edge, however, the associated element may cause an
increase in the fluorescent intensity of the other element of as much as
10 to 309 (Figure 7.3). The major portion of the fluorescent radiation is,
however, produced by the primary radiation of the x-ray tube. Inter-
elemental excitation is sometimes of minor importance so that the absorp-
tion coefficients allow one to estimate the magnitude of fluorescence
caused by the associated element.

Interelemental excitation has been referred to as a negative absorption
by Noakes (1954) and Birks (1959, p. 59). The effect of the associated
element on the fluorescent intensity is summarized in the so-called absorp-
tion-excitation coefficient. This coefficient accounts for all effects of the
associated elements on the fluorescent intensity of the element that is to
be analyzed.
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Grain Size and Surface Roughness Effects

8.1. Introduction

Derivation of the intensity formula assumes that the elements are
distributed homogeneously and statistically according to their true ratios
in the portion of the sample which is excited to fluorescence by the incident
radiation. It is further assumed that the samples have smooth surfaces.
These prerequisites are fulfilled by liquids, but powdered samples and
alloys occasionally show grain-size and surface effects. The influence of
grain size on the fluorescent intensity of powders was studied extensively
by Haftka (1959), Claisse and Samson (1962), Miiller (1963), and Kopineck
and Schmitt (1965). Jenkins and Hurley (1965) investigated the influence
of surface roughness in the case of alloys.* We first treat the influence of
grain size of powders and then discuss the effect of surface roughness of
solid samples on the fluorescent intensity. The average grain diameter in
common powders ranges between 30-100 .. Miiller calculated that 509
of the fluorescent radiation in iron oxide, niobium oxide, and tantalum
oxide originates from a depth of 20 to 100 x (Table 8.1) and, hence, that
the intensity originates largely from the lowest or second to lowest grain
layer.

In order to study the dependence of the behavior of powders as a
function of grain size, one should distinguish between homogeneous and
heterogeneous powders. In the case of homogeneous powders all grains
have the same chemical composition. A heterogeneous powder, on the other
hand, consists of a mixture of chemically different grains. A tantalum oxide
grain, for example, may lie next to a niobium oxide or an iron oxide grain
(Figure 8.1). Homogeneous and heterogeneous powders behave completely
differently during grinding and they are therefore discussed separately. It is
often difficult, however, to distinguish a priori between a homogeneous
and a heterogeneous powder.

* See also Togel (1962b)
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Table 8.1. Average Sample Depth from Which 509, and 909/, Respectively, of the
Fluorescent Radiation Originates

Exciting Fluorescent Penetration depth from which
Compound radiation wavelength 509 originates 907} originates
Feg03 1.5—1.0 A 1.94 A 30—60 100—200 .
Nb2Os' 0.63 A 0.75 A 100 p 300 .
Tag05 1.0—0.71 A 1.54 A 20—30 70—100 p.
0.63 A = MoK; 0.71 A = MoK,

8.2. Homogeneous Powders

In a homogeneous powder chemically identical grains coexist. We
introduce here the term fluorescent volume which refers to that part of a
grain from which a measurable fluorescent radiation is emitted. In order
to characterize the fluorescent volume individual grains are subdivided into
two subareas, one of which is the area where fluorescence is excited by
the incident radiation. This subarea is defined by the fact that the inci-
dent radiation, with increasing penetration depth, is more and more
absorbed until total absorption occurs. We are further interested in that
portion from which, in principal, fluorescence may be emitted. Analogously,
this subarea is defined by the fact that the emerging fluorescent radiation
decreases in intensity with increasing length of path and, therefore, below
a certain depth no fluorescent radiation emerges. These two subareas are
not identical and, hence, fluorescent radiation cannot emerge from all parts
of the grain in which fluorescence is excited (Figure 8.2). The fluorescent
volume is that part of the sample in which fluorescence is excited and from
which it reaches the surface. In order to compare the fluorescent volumes of
powders we normalize to irradiated areas of the same size. As was shown
experimentally, the fluorescent volume and, hence, the fluorescent intensity
of homogeneous powders increases with decreasing grain size (Table 8.2).
If the average penetration depth is assumed to be equal to the diameter

3,38
CASTETD
By oot
B e

Fig. 8.1. Homogeneous and heterogeneous powders.
Upper: homogeneous powder consisting of chemically
identical grains, i.e., every individual grain consists of a
mixture of A and B. Lower: heterogeneous powder con-
sisting of chemically different grains, i.e., grains of the
composition A are mixed with grains of the composition B.
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of the spheres, then only the lower-most layer of grains fluoresces. In this
case, the fluorescent volume is on the order of 80% in comparison to a
closest-packed layer (pellet). In order to obtain reproducible results in
practical analysis, homogeneous powders have to be packed as closely as
possible. It is irrelevant whether this is achieved by grinding or by pre-
paring a pellet.

8.3. Heterogeneous Powders

In heterogeneous powders chemically different grain coexist. A
niobium oxide grain, for example, may be located next to a tantalum
oxide or iron oxide grain. In order to understand the behavior of hetero-
geneous powders during grinding, we first investigate the dependence of
fluorescent intensity on concentration of coarse-grained heterogeneous
powders. In this case it is assumed that individual grains are large in com-
parison to the effective penetration depth of the x-ray radiation so that only
the lowermost layer of grains is excited to fluorescence. Grain diameters
of 100 to 300 fulfill this condition. Fluorescent intensity in coarse-
grained powders is proportional to the number of grains of a particular
type A, which are reached by the radiation and, hence, proportional to
the concentration C,

N4 = prop [A] = prop C4 8.1)

The fluorescent intensity increases linearly with increasing concentration
and a straight line is obtained as calibration curve for determination of
the concentration in a two- or three-component mixture (Figure 8.3).

In contrast to coarse-grained powders, the individual grains of fine-
grained heterogeneous powders are so small that x-rays pass through
several grains and excite several grain layers to emit fluorescence. For this

Fig. 8.2. Schematical illustration of the fluorescent
volume (criss—cross hatching). The fluorescent
volume covers that area in which fluorescence is
excited and from which it can emerge. In the model
of a coarse-grained powder (upper picture) in which
the penetration depth is equal to half the sphere
diameter, the fluorescent volume is approximately
35%. In the case of a fine-grained powder (lower
picture), the fluorescent volume for the same
penetration depth is approximately 80%;. Numbers
are in comparison, to a closest-packed layer in a
pellet.
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Table 8.2. Effect of Grain Size on Fluorescence Intensity of Homogeneous Powders
(counts/sec)

100% NbsO5  1009% Ta205  Homogeneous 25/75 mixture

Grain size @

NbK, TaL, NbK, TaLe
0.25—0.10 mm 95 77 — —
0.10—0.06 mm 98 82 92 88

<0.06 mm 100 94 100 95
4 hr of grinding 100“ 100% 100° 100

eArbitrarily normalized to 100.

reason, the absorption of the incident and emerging radiation is also
determined by the associated grains. The absorption coefficient is the
average of the absorption coefficients of all grains through which the radi-
ation passes. If the radiation passes through many grains, then the value
of the average absorption coefficient approaches that of the coefficient
for a homogeneous mixture. In this case, the relation between fluorescent
intensity and concentration is derived in analogy to what was discussed
in Chapter 6, and the absorption coefficient is the weighted average of
the absorption coefficients of the individual components. The fluorescent
intensity N, of component A in a mixture with component B is then given as

Ns=

Aa
na(A) No(A) d 8.2
sin @ By AJ[ Cafiale) + Cpjin(a) 82)

)

where the factor ¢g/sin ¢ is a function of the geometry of the spectrometer;
E, is a function of the fluorescent efficiency of component A; C, and Cy
are the normalized concentrati~ns ¢.; components A and B; p4(A)Ny(A)
is the mass absorption coefficier of « “-mponent A for the incident primary
x-ray radiation of the wavelength A whose intensity is Ny(A); and jf4(«)
and fg(x) are the combined mass absorption coefficients of components
A and B for the incident primary radiation and the emerging fluorescent
radiation of component A. The fluorescent intensity of fine-grained powders
is not proportional to the concentration of a component but, depending
upon the associated component, either larger or smaller than that value.
The relationship between intensity and concentration is represented by a
bent curve (Figure 8.3).

In order to discuss the behavior of a heterogeneous powder after
grinding, the fluorescent intensities emitted by coarse- and fine-grained
components are compared. When grinding coarse-grained heterogeneous
powders, where the fluorescent intensity is proportional to the concen-
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tration of the respective component, the intensity departs from this pro-
portionality and approaches the value characteristic for homogeneous
mixtures. Depending upon the associated components, the fluorescent
intensity either increases or decreases. Analogous to interaction with the
associated component, the fluorescent volume increases and the fluorescence
is enhanced. When grinding a mixture of a heavy component and a light
component (for example, Ta,O5 in NbyOj), both effects work in the same
direction and the intensity increases strongly. When grinding a mixture of a
light and a heavy component, on the other hand (for example, Nb,O; in
Ta,0;), both effects work in opposite directions and, due to interaction
with the heavy associated component result in a decrease of the fluorescent
intensity; the fluorescent volume increases, however, resulting in a more or
less pronounced change in intensity.

The fluorescent intensity of a mixture of grains may be calculated
as a function of the grain diameter. Such calculations, however, are only
approximate. Let us assume that the grains are replaced by equally large
cubes, where one face is normal to the incident and another normal to the
emerging radiation, and where both rays form a 90° angle (this is almost
always approximately the case). The cubes are closest-packed and com-
pletely fill the available space (Figure 8.4). The fluorescent intensity W, of
a cube of composition A is given as follows:

Fig. 8.3. Change of fluorescent intensity of heterogeneous powders after grinding.
In general, the fluorescent intensity of the light compound (left) decreases after
grinding. The fluorescent intensity of the heavier compound (right), on the other
hand, increases after grinding. Straight line calibration curves are found for
coarse-grained heterogeneous powders. For fine-grained powders, on the other
hand, bent calibration curves originate. Comparison of experimental measure-
ments (points) with calculated curves for a mixture of niobium oxide
and tantalum oxide grains of a diameter ranging from 60 to 100 » and for
a powder after 7 hr of grinding (Miiller, 1963).
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Fig. 8.4.Model for calculating the fluorescent
intensity of a heterogeneous mixture consist-
ing of equally large cubes of the composition
A (black) and the composition B (white).

Aa
fNo (A) {1 —exp [—apa ()]}

2

WA = qEA

a
pa ()
{1l —exp [—aua(ax)]} dA (8.3)

where a is the length of the edge of the cube; u, the linear absorption
coefficient; and the other symbols are the ones used in Chapter 5. The
relative abundance of the cubes of type B is Cy. Therefore, in the lower-
most layer of N cubes there are C,N cubes of type A, whose fluorescent
intensity is given as

Nai=CaNWa (8.4)

In the second layer there are also C,N cubes of type A. Before reaching
this layer, however, the incident radiation is absorbed by the preceding
layer. As the first layer consists of C,N cubes of types A and CzN cubes of
type B, the average absorption is

Caexp [—aua(d)] + Cpexp [—aur(4)]

Intensity of fluorescent radiation originating in the second layer is propor-
tional to C,NW , and, upon emergence, is absorbed by the preceding layer
in the amount

Caexp [—aps(a)] + Cpexp [—aus(a)]
The number of cubes of type A in the third layer is again given by C,N.
Radiation which reaches this layer is absorbed when passing through

the preceding first and second layers as follows (combination of cubes to
pairs of two with corresponding relative abundance):

C24exp [—2aua(A)] + 2 CaCrexp [—a(ua(d) + ps ()] +
+ C?gexp [— 2 aus(4)] = {Caexp[—aua(d)]+Csexp [—aus (1)1}
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Fluorescent radiation originating in the third layer is absorbed before
emergence by the average amount

{Ca exp [—apa ()] + Op exp [—apn(a)]}?

For the intensity of fluorescent radiation originating in the fourth layer,
we have to consider absorption of the incident and emerging radiation
by the previous three layers. We continue to consider layer after layer
until the (i + 1) layer is reached. In order to calculate the absorption
of the incident radiation for this particular layer, we assume (Mitra and
Wilson, 1960)

{Caexp [—apua(D)] + Cs exp [—aus(A)]}

Similarly, the absorption of the emerging radiation may be determined.
In order to calculate the total fluorescence produced in all layers, the con-
tributions by the individual layers are added and the total intensity N, is

i=o00
Ns=CaNW4 2%

i=0

- {Caexpi—apa(a)] + Caexpl—aun(a))}) ®.5)

({Caexpl—apa(d))+ Caexp[—aun(i)}-

This is the sum of a geometrical succession, and we obtain

. CaNW4
~ 1—{Caexp[—apua(A)]+ Cpexp[—aup(M)1}{Caexp[—apua(x)]+ Cpexp[—aur(x)]}

(8.6)

Ng4

In this equation the fluorescent intensity is expressed as a function of the
diameter a of the cube. It is desirable to obtain the boundary conditions
for very coarse and very fine grains. For very coarse grains (@ — o) all
exponential terms which contain the factor a become zero,and there remains

Na=CuaNW4 8.7

C 4N is the number of cubes of type A present in one layer, and W, is the
fluorescent intensity of one cube. For coarse-grained mixtures, the resulting
intensity is proportional to the number of grains of type A or B, respectively,
present in one layer (for example, in the lowermost layer). For very small
grain sizes (@ —-0) we develop the exponential functions of equation
(8.6) in sequence and consider only the first two terms. When substituting
for W, the value given in equation (8.3) we obtain
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a
N NA:CANqEAm. (88)

) a?No(A) ua(d) pa(a) di
1—{0,4—}—C'B—aCA‘uA(l)—aCB‘uB(Z)}{C’A+CB—aC’A,uA (oc)—aC’B,uB(oc)}

A

The integral is simplified because C, + Cz = 1, and we can shorten
numerator and denominator by a

NA == CANqEAaZ-

Aa

Calpa(A)+pa(e)] + Colus(A)+ ps(e)] —a [ -]

Ao

In order for the sample area not to become zero (Na? — 0), we normalize
the fluorescent intensity to a constant sample area. When a@ — 0, all terms
containing the factor a become zero, and we obtain for the fluorescent
intensity of a fine-grained heterogeneous powder

Aa

N No(4) pa(4) da 8.10
Na® ~0AqEAf CaTaati F alo)] + Calus T a0

A

Thus, we obtain the well-known formula for the fluorescent intensity of
component A in a mixture with component B.

8.4. Effects of Surface Roughness

Massive samples may be analyzed directly provided they are prepared
to the appropriate dimensions by either sawing, turning, filing, or grinding.
When preparing samples, rough surfaces frequently originate which can
only be made smooth by prolonged polishing. However, of importance are
not only the nature of the grooves and surface profile but also the orien-
tation of the sample and its grooves in relation to the direction of x-rays.
Massive samples are therefore often rotated during measurement. However,
this does not eliminate the influence of surface properties entirely but only
eliminates the effects of random orientation of the samples. If samples
cannot be rotated during measurement, then they should be oriented in
such a way that the grooves are parallel to the plane formed by incident and
emergent radiation (as is shown in the right picture of Figure 8.5). In this
arrangement the effects of surface grooving on intensity are at a minimum.
Following the model which we developed for heterogeneous grain mixtures,
we calculate the dependence of secondary fluorescent intensity upon groove
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Fig. 8.5. Effect of grooving of massive samples on fluorescent intensity.
Left: When the grooves are perpendicular to the plane formed by incident
and emerging x-ray beam, then the fluorescent intensity decreases with
increasing size of the grooves a and increasing absorption coefficient. Right:
When the grooves are parallel to the plane formed by incident and emerging
x-ray beam, then the influence of groove size a on the fluorescent intensity
of the sample is negligible.

depth a and groove orientation. Instead of cubes we assume prisms of
square cross section (length of edge = a) whose longer axes (length b)
are parallel among themselves and also parallel to the grooves. First, the
sample may be oriented with the grooves perpendicular to the plane formed
by incident and emerging x-ray beam. The primary x-ray radiation is
assumed to penetrate the sample in the direction of an a-edge, while the
fluorescence is assumed to emerge in the direction of another a-edge
(Figure 8.5).
For the intensity originating from a prism P, we obtain

fzvo (W) {t —exp[—ap MI{1—exp[— ap (@]} dA
z (8.11)

This fluorescence corresponds to a prism in the first row which is marked
by the number (1) in Figure 8.5 (left). Fluorescent intensity originating in
a prism of row (2) is lower by the following factor:

b
Pys=qE
4 qAM(oc)

exp [—au(A)—au(a)]

This is because incident and emerging radiation is, in addition, absorbed
by a prism of the preceding row (1). Fluorescence originating in a prism
of row (3) is lower by the following factor:
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{exp [—au(d) —ap (x)]}?
For the total intensity we obtain
i=oo
V(@) = Pa Z {exp [—apu(2) —ap()]}

This corresponds to the sum of a geometrical succession. When the corre-
sponding values are substituted for the sum and for P,, we obtain

A
b [ No(h) {1—exp [—ap(h)]} {l—exp [—au()]} di
N(@)=qFE
@) = aha ) f T—oxp [—au(h) —au(e)]
2o

(8.12)

Fig. 8.6. Change in relative fluorescent intensity of massive samples as a
function of groove size a for different wavelengths; calculated for pure elements
according to equation (8.13). In case of large absorption coefficients, surface
irregularities have a more pronounced effect on fluorescent intensities than in
case of small absorption coefficients. Calculations for lead indicate that the
critical parameter is not the wavelength but the absorption coefficient.



82 Chapter 8

Table 8.3. Limiting Value Sp,,, for Maximum Groove Depth
(Height Difference between Hill and Valley). No appreciable
intensity decrease is recorded. Jenkins and Hurley (1965).

‘Sample Element Content  Line  Smazk

1 Al 92.6% AlK, 70
Si 0.169%, SiK, 80
Fe 0.279% FeK, >180

Cu 4.43%, CuK, >180¢

2 Cu 87.49% CuK, 130
Zn 3.759%, ZnK, 120
Sn 5.25% SnK, >180

SnL, 60
Pb 3.60% PbL, 125 @
PbM, 60
3 Mn 0.55% MnK, >180
Ni 2.87%, NiK, >180
Cr 20.4%, CrK, 130
Fe 62.29, FeK, 140

2Undesirable effects caused by smearing.

For simplicity, we set u(A) = u(«), and normalize to constant sample area
ab

Aa

N gl 4 1—exp [—au(a)] No (A) dA (8.13)

ap(@) 1+ exp [ —ap(@)]
P

IR

The fluorescent intensity of a massive sample is expressed as a function
of the groove size a and of the absorption coefficient, u(«); it may be cal-
culated for selected examples. Influence of groove size is more severe for the
particular radiation the larger the absorption coefficient. Grooves in copper
of 35-u depth (@ = 50 ) result in an intensity decrease of only 1Y% in the
copper radiation. In the case of aluminum, however, the same groove
depth would result in a decrease in the intensity of the aluminum radiation
of 179 (Figure 8.6). Since short-wavelength radiation is in general less
absorbed than radiation of longer wavelength, the former is less sensitive
to surface irregularities and, therefore, preferred for analysis.

In the second case, the sample may be oriented with the grooves
parallel to the plane formed by the incident and emerging x-ray beam.
Incidence and emergence angles are designated ¢ and #, respectively (Figure
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8.5). When the fluorescent intensity is normalized to a constant area, we
obtain

Aa

_ No(A) u(A) dA
Na)=gba f 1) [sing + u(x) [ siny @14

4,

In this case, the fluorescent intensity is independent of the groove depth.

Studies of Jenkins and Hurley (1965) indicate that for most of the
samples studied, the decrease in intensity with increasing depth of grooves
is analogous to Figure 8.6. Deviations from these curves indicate that in
these cases additional undesirable effects are present, such as, smearing of
a soft component over a large surface area during grinding and polishing
of multicomponent mixtures. Considering the intensity decrease with
increasing depth S of the groove, as measured by the difference in height
between hill and valley, a boundary value S,,,, may be defined where no
appreciable intensity decrease is recorded, although depth of the groove has
already reached a certain value. This limiting value was determined by
Jenkins and Hurley (1965) for several elements and found to vary between
60-180 p (Table 8.3).
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Intensity Formula for a Divergent
Primary Beam

So far we have assumed that the incident primary beam is parallel. In
reality, however, the primary beam has lateral as well as longitudinal
divergence (Figure 9.1). Let us compare the intensity formulas for divergent
primary and parallel beams, respectively. We consider the crossover of the
anode to be a point source of the power Q (photons/sec) located at the
distance / from the sample (distance of the crossover from the sample
surface is assumed to be large in comparison to the penetration depth of
the x-rays; / > x). The intensity of the tube radiation which is emitted onto
the sample surface under angle ¢ with a lateral divergence & per steradian,
dp d% is given as

Q sin? ¢ cos? 9

o ledd O.n

Before reaching layer dx, the radiation is absorbed by the following
factor:

exp [M xeu_}

sin @ cos 9

b
€
\
N
1
1
]
1
|
/

Fig. 9.1. Calculation of fluorescent intensity excited by a
slightly divergent beam.
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where p is the mass absorption coefficient and p the average density of the
sample. When passing through layer dx the following fraction is absorbed:

opdx
sin @ cos ¢

Lateral divergence is limited by the angles +9, and —%,, and longitudinal
divergence is limited by the angles ¢, and ¢,. The intensity absorbed in dx
which is critical for the production of fluorescence is then given as

sin @ cos ¢

4nl2 o udx [s1n<pfcosz9 exp[ Ten ]dﬂ de 9.2)

According to the average-value theorem of the integral calculus, we obtain
for the integral over d% (with 0 < &' < &,)

+8,
fcosﬁexp [-,ax—g—’li——]dﬁ = 2 @ cos &' exp [—QGQ—L—J

sin @ cos ¥ sin @ cos ¢’
..ﬂu

Analogously, the integral over dg is as follows (with ¢; > ¢" > ¢,):

P2

. xou .,
POl e = (@e— .
fslntp exp [ S g oos } @ = (p2—@u) sing

. ren
exp[ sin ¢’ cos ¢’ ]

For the intensity we obtain

P

oudx (p2—@1) 2 9o sin g’ cosd’ exp [—i,gﬂ_—} 9.3)

47l2 sin @’cos ¢’

Thus, we have calculated the intensity of the radiation absorbed in a layer
dx. In order to establish a relationship to equations presented earlier, we
consider the intensity Ny(A) dA which impinges per unit sample area
through the angles ¢ = ¢’ and 9, = 0:

, _ @sinZg’

NO (A,(’J,O)dl——W
We substitute this value in (9.3) and obtain

No (4, ¢, 0) Q'u(fp (p2—@1) 2 Po cosd’ exp[ ._.w__} dr (9.4)

sin sin ¢’ cos ¥
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The absorbed energy of a parallel primary x-ray beam of the cross section
F in a layer dx is calculated as follows (Chapter 5):

da @
FNo(d) "."V%exP[u?”ﬁ*} di
Sin (p sSin (p
These two values differ in the constant factor:
(p2—@1) 2 9y cos¥ or F
In the exponential function, they also differ in the constant factor, cos~! 9’

sin~! ¢’ or sin~! . After integrating over all x in the numerator, we
obtain

sin ¢’ cos ¢’ sin

[ u(A) +u(oc)]

instead of

[ A ) }

sin ¢ sin y

Nothing, however, changes in the basic structure of the intensity
formula. Aside from certain constant factors, the formulas for a parallel
primary beam may, in principle, also be applied to a slightly divergent
beam.
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Apparatus

10.1. Instrumentation of X-Ray Fluorescence Units

Figure 10.1 is a schematic of a commercial x-ray fluorescence unit.
The primary radiation of an x-ray tube excites the elements of the sample
to emit fluorescent radiation. This radiation is diffracted, according to
wavelength, by an analyzing crystal and the corresponding angle of deflec-
tion is measured with a goniometer. A counter registers the intensity of
the diffracted radiation. Frequently, a driving motor is attached to the
spectrometer so that the complete wavelength range may be scanned
automatically. Simultaneously, a recorder registers the intensity corre-

Fig. 10.1. Schematic diagram of a commercial x-ray fluorescence unit
consisting of three major sections which serve, first, to excite fluorescent
radiation; second, analyze the fluorescent radiation according to wave-
length; and, third, read the diffraction angle and the intensity of the
radiation (courtesy of Arsuffi, 1960).
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Fig. 10.2. Unit with nondispersive
geometry, whereby the fluorescent
radiation is excited by a radioactive
sample. (1) Radioactive source,
(2) sample, (3) proportional counter,
(4) pulse-height analysis of quantum
energy for element identification.

sponding to a certain diffraction angle. Instead of an x-ray tube a radioactive
source may also be used to excite fluorescence. The resulting fluorescent
radiation, however, is considerably weaker and diffraction by a crystal is
therefore avoided; instead, the quantum energy of the radiation is deter-
mined with the aid of a pulse-height analyzer. In the case of direct-
emission analysis, the sample is located in a high vacuum on the anticathode
whereby the characteristic x-ray spectra of the elements are produced
directly. X-ray fluorescence units are produced commercially by several
companies; for example, Applied Research Laboratories, Glendale, Calif.;
Compagnie Générale de Radiologie; General Electric; Hilger & Watts
Ltd.; C. H. F. Miiller GmbH; N. V. Philips Gloeilampenfabrieken;
Picker X-ray Corp.; Rich. Seifert & Co.; and Siemens & Halske AG.

10.2. Generators

X-ray tubes are operated with high-voltage generators of 50, 60, or
100 kV at 1 to 2 kilowatts. High-voltage and tube current are electronically
stabilized. In the case of a monitor system, part of the x-ray radiation is
internally directed onto a sample whose fluorescent radiation serves as a
reference signal. The voltage may be regulated in steps and, by proper
choice, may serve to excite fluorescence of only selected elements of the
sample, enabling spectral overlap to be avoided. The books by Glocker
(1949), Neff (1959a), and Schaaffs (1957) are recommended for further
reading on the technology of high-voltage generators and x-ray tubes.

10.3. X-Ray Tubes

In commercial x-ray tubes, electrons are emitted by a hot-filament
cathode and are accelerated in a high-voltage field (Figure 10.4). Their
kinetic energy D after acceleration by the voltage is as follows:

1
-2—m1)2=eV

When impinging on the anode, the accelerated electrons are slowed down.
The strong temperature increase of the anode indicates that most of the
kinetic energy of the electrons is transformed into heat while only 0.01-
19 is transformed into radiation. The electrons release their energy in
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the form of radiation by one or more subprocesses. It is for this reason
that the x-ray tube emits a continuous x-ray spectrum (bremsstrahlung).
The energy of the most energetic quantum Av, which is emitted as radiation
in the deceleration process, is equal to the kinetic energy of the electron
after its passage through the voltage field V. The continuous x-ray spectrum,
therefore, has a short-wavelength (high-energy) limit A,:

he 12’395
A-O = ‘e—II— = T [lo] = A

In this equation % is Planck’s constant, c the velocity of light, e the electrical
charge of the electron, and V the accelerating potential. The highest
spectral intensity of the continuous spectrum is at a wavelength which is
approximately 3/2 of the short-wavelength limit A,. Relative intensity
distribution in a tube spectrum may be determined approximately by scat-
tering of tube radiation by a sample consisting of light elements (e.g.,
plexiglass, soot, starch), where the scattered radiation is measured just like
the fluorescent radiation. Part of the scattered radiation, however, is
modified by the amount of the Compton wavelength. Depending upon the
readout system, either the spectral intensity (energy per unit time per
wavelength range) or the spectral pulse rate (number of photons per unit
time per wavelength range) are measured.

@ Fig. 10.3. Unit for direct emission with

L7 curved analyzing crystal. (1) X-ray

//// tube, (2) sample, which serves as

‘\\\\ e anode of the tube under direct bom-

3 AN bardment by electrons, (3) divergent

TN slit, (4) analyzing crystal, and (5)
v counter.

Fig. 10.4. Schematic diagram of an x-ray
tube. (1) Hot-filament cathode; (2) hot-
filament cathode power supply; (3) anode;
and (4) milliammeter for measurement of
the tube current. The high voltage V is
between the hot-filament cathode and the
anode.
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Fig. 10.5. Emission spectra, registered by the scattering
method on plexiglass, of molybdenum and tungsten tubes
at 50 kV, with equivalent areas for the intensity of the
characteristic radiation.

The intensity of the continuous x-ray spectrum increases proportionally
with the tube current / and the atomic number Z of the anode material.
With increasingly higher voltage, the short-wavelength limit of the con-
tinuum shifts towards shorter wavelengths, and the total intensity of the
continuous spectrum increases approximately with the square of the
voltage

oo

1 =f1(l) dA = prop iV2Z
0
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The continuous x-ray spectrum was studied in detail by Ulrey (1918),
and Kulenkampff and associates (1922, 1943). Further detailed discussions
may be found in Stephenson (1957). Spectral intensity distribution in emis-
sion spectra of x-ray tubes, for example, was measured by Gilfrich and
Birks (1968).

The characteristic radiation of the anode material is superimposed
onto the continuous spectrum of the x-ray tube. Characteristic radiation
occurs when the electrons have sufficient energy to ionize the K or L shells
in the atoms of the anode material. The critical excitation potential for the
excitation of characteristic radiation, for example, is 6 kV for a chromium
tube and 20 kV for a molybdenum tube. The intensity of the characteristic
radiation for the accelerating potential V' is approximately proportional
to the square of the overvoltage (valid to'V < 3V, where ¥V, is the critical
excitation potential) and proportional to the tube current i

I ~ prop i (V—Vo)?

10.4. Spectrometers

Most of the commercially available spectrometers are built according
to one of the following three principles (Figures 10.7-10.9). In a spectrom-
eter with a flat analyzing crystal, both crystal and counter are turned
around a common axis and the counter travels at twice the speed of the
crystal. By moving crystal and counter simultaneously, the individual lines
of a spectrum may be registered. In this process, one wavelength after the
other is reflected by the crystal according to Bragg’s law (2d sin § = nA)
and registered by the counter. Collimators serve to provide a parallel beam
and thereby determine the incident angle of the radiation onto the crystal

Irel

78 Pt

Fig. 10.6. Energy distribution of continuous spectra
produced when electrons of 10.47 kV impinge upon
various anode materials. Spectral and integral
intensities are nearly proportional to the atomic
number of the anode material (Kulenkampff, 1922).
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Fig. 10.7. Spectrometer with flat analyzing crystal. (1) X-ray tube; (2) sample; (3) colli-
mator; (4) analyzing crystal; and (5) counter. Crystal and counter are turned around a
common axis, and the counter is driven at twice the speed of the crystal. A collimator
serves to provide a parallel beam of incident radiation before it reaches the crystal. In
order to register the different lines of a spectrum, crystal and counter are turned around
a common axis until Bragg’s law is fulfilled for a particular line.

Fig. 10.8. Spectrometer with curved and polished analyzing crystal. (1) X-ray tube;
(2) sample; (3) slits; (4) analyzing crystal; and (5) counter. Slits and crystal are located
on the same circle. After passing through the slit, the radiation impinges on the curved
crystal as a divergent beam and is focused towards the counter. In order to register the
various lines of the spectrum, crystal and counter have to be moved on the circle until

the diffraction condition is fulfilled.
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Fig. 10.9. Spectrometer with curved and ground analyzing crystal. (1) X-ray tube;
(2) sample; (3) slits; (4) analyzing crystal; and (5) counter. In this construction, the
crystal moves along a straight line while being turned. The counter, on the other hand,
moves along a rosette-type curve (epicycloid). The center of the focusing circle also
moves.

within a narrow limit. Two versions of the spectrometer with curved
and ground analyzing crystal are in use. In the first type, which has a
focusing circle of fixed center, both crystal and counter move on that
circle, and the counter moves twice as fast as the crystal. In contrast to
the spectrometer with a flat analyzing crystal, a divergent beam is provided
by a slit and the curved analyzing crystal focuses that beam towards the
counter. The lattice planes of the analyzing crystal are curved in such a
way that the radius of curvature is exactly twice as large as the radius
of the circle along which crystal and counter move; the surface of the
crystal is ground until it has the same curvature as the circle. A disadvantage
of this construction is that different portions of the sample surface are
analyzed depending upon the position of the crystal. In the second type,
the same area in the sample surface is always analyzed. In order to achieve
this, the crystal is moved along a straight line while it is being turned;
the counter slit and the counter, on the other hand, move along an
epicycloid.

The same principles may be used when constructing units in which the
complete measurement of the sample is carried out automatically. In
such an instrument, fluorescent lines of several elements may be measured
in one run. Two types of automatic units are distinguished, namely the
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multichannel and single-channel units. A multichannel unit consists of
several channels which are centrally located around the sample. Each
channel has its own analyzing crystal and counter. The crystal of each
channel is adjusted so that only one preselected fluorescent line is reflected
from the polychromatic spectrum and registered in the counter. For each
channel, the counting conditions may be freely chosen. As all fluorescent
lines are measured simultaneously, the total counting time is dependent
upon the time required to measure the weakest line. The intensities of all
other lines are measured within the same time span. In such units, a large
number of samples may be measured in comparatively short time. Their
disadvantage is that in order to prevent large intensity losses, no more than
about nine different channels may be grouped around the centrally located
sample. Although it is rarely necessary to measure more than nine elements
simultaneously, a number of additional measurements of background
and of lines of internal standards is often required so that the number of
elements which actually may be measured simultaneously is further reduced.
This disadvantage is eliminated in the single channel unit. This unit con-
sists basically of one spectrometer whose crystal and counter are pro-
grammed for certain wavelengths in such a way that the various fluorescent
lines are measured one after the other. For every crystal position, the con-
ditions of measurement and of counting may be freely chosen. The total
counting time is given by the sum of the counting times of the individual
lines.

10.5. Collimators

Collimators serve to select a parallel beam of radiation and are used
to accurately provide the angle which the incident fluorescent radiation
forms with the analyzing crystal. Usually, collimators consist of a number
of parallel lamellas. The longer and the finer the collimators, the smaller
is the divergence of theselected beam and the better is the spectral resolution.
The intensity of the beam, however, is also reduced. When measuring weak
signals, highest possible intensity is desired. Choice of suitable collimators
is therefore always a compromise between high resolution and low intensity.
Resolution is also strongly affected by the choice of a proper analyzing
crystal. In the case of fluorescence of heavy elements, where the intensity
is usually sufficient and high resolution is most desirable, collimators with
very fine lamellas may be used (for example, 160 n). For measurement of
fluorescent lines of light elements, whose intensities are usually low,
collimators with comparatively large distances between individual lamellas
are preferred (for example, 480 p). After passing through the collimator,
the beam is not strictly parallel but always retains a small divergence.
The divergence angle 26 of a slightly divergent beam may be calculated
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from the average distance b of the lamellas and the length of the collimator /:

2b
20~ T
For collimators of, respectively, 160 and 480 u distance between the lamellas
and an effective length of 10 cm, residual divergence of the radiation is
calculated to be

160 w: 26 = 0.18° 480 : 26 = 0.55°

10.6. Crystals

The fluorescent spectrum emitted by a sample contains lines of differ-
ent wavelengths. Analysis of the spectrum according to wavelength is
carried out with the aid of an analyzing crystal of known lattice parameter
and the angle of deflection is measured with a goniometer. The wavelength
may be determined by measuring the diffraction angle 26 of the incident
radiation. According to Bragg’s law, the following simple relation exists
between the angle 6, the lattice parameter d of the crystal, and the wave-
length A:

A
Sin 0 =N W
In this equation n = 1, 2, 3,... and represents the orders of reflections.

Small values of d result in a strong dispersion of the spectrum and high
resolution but are only of use for relatively short wavelengths. The largest
wavelength that may be diffracted by a crystal is limited to A = 2d which,
for technical reasons, is often reduced to A = 1.6d. For quick identification
of individual lines, it is common use to tabulate for a given analyzing
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Fig. 10.10. Relative reflection efficiencies of some crystals.
Intensity ratio as a function of wavelength obtained with various
analyzing crystals (Laffolie, 1961; Louis, 1964a).
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crystal (fixed d value) the angles of deflection of all lines in order of their

appearance. The degree of reflection, i.e., the intensity of the diffracted

radiation, is different from crystal to crystal. Occasionally, improved

reflection efficiency is preferred over high resolution. Laffolie (1961)

and Louis (1964a) have measured and compared the reflection efficiencies

of various crystals (Figure 10.10).

The following analyzing crystals are commonly used:

Topaz (Al silicate): 2d = 2.712 A, plane of reflection used is (303).

Topaz gives high resolution with a reflection efficiency of 1/2 to 1/10
that of LiF. Used when high resolution is desirable. Undesirable spurious
signals, which are due to reflections from other planes, are often observed
when analyzing short wavelengths. (Spielberg and Ladell, 1960; Eckhardt
and Fesser, 1961.)

Lithium Fluoride (LiF): 2d = 2.848 A, plane of reflection used is (220).

In this mode, LiF has similar resolution and a higher reflection efficiency
than topaz. May be used instead of topaz.

Lithium Fluoride (LiF): 2d = 4.028 A, plane of reflection used is (200).
In this mode, LiF has very high reflection efficiency combined with
reasonably good resolution. This is the most commonly used crystal for
all elements from Z = 20 (Ca) to Z = 92 (U).

Sodium Chloride (NaCl): 2d = 5.640 A, plane of reflection used is (200).
This crystal is rarely used. The reflection efficiency for chlorine and sulfur
is equal to that of EDDT.

Silicon (Si): 2d = 6.271 A, plane of reflection used is (111).

Silicon has an intermediate reflection efficiency and covers the spectra
of light elements from Z = 16 (S). Second-order reflections do not occur.

Fluorite (CaFy): 2d = 6.30 A, plane of reflection used is (111).

Fluorite covers the spectra of the light elements from Z = 15 (P).

Quartz (Si0,): 2d = 6.686 A, plane of reflection used is (0111).

Quartz has a poor reflection efficiency and lower resolution than LiF.
EDDT or PE crystals are usually preferred in the analysis of light ele-
ments. »

EDDT (ethylene diamine-b-tartradte): 2d = 8.808, plane of reflection used
is (020).

EDDT has a good but lower reflection efficiency than LiF and covers
the spectra of the light elements from Z = 13 (Al). This crystal is
commonly used for the analysis of light elements.

PFE (pentaery-thritol): 2d = 8.742, plane of reflection used is (002).

PE has a better reflection efficiency than EDDT with the same resolu-
tion. However, it is temperature and radiation sensitive.

ADP (ammonium dihydrogen phosphate): 2d = 10.648 A, plane of reflec-
tion used is (011).
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ADP has a poor reflection efficiency and is not particularly stable. It is
mostly used in magnesium analysis.

Gypsum (CaSO,-2H,0): 2d = 15.185 A, plane of reflection used is (020).
Gypsum has an intermediate reflection efficiency. It covers the spectrum
of the light elements from Z = 11 (Na).

Beryll (Be-Al silicate): 2d = 15.954 A, plane of reflection used is (100).
Beryll has a low reflection efficiency and is used for Z = 11 (Na) to
Z = 30 (Zn).

Muscovite (K-Al silicate): 2d = 19.8 A, plane of reflection used is (002).
May be used in the analysis of fluorine.

KHP (potassium hydrophthalate): 2d = 26.4 A, plane of reflection used
is (1010).

KHP has a good reflection efficiency suitable for the analysis of light
elements, particularly Mg, Na, and F.

Ba Stearate and Pb Stearate: 2d ~ 100 A.

In order to register the spectra of very light elements, such as B, C, N,
O, and F, gratings (600 lines/mm) or soap-type pseudo-crystals con-
sisting of monomolecular layers are employed.

A large number of the commercially available units use flat analyzing
crystals. In order to obtain higher reflection efficiencies, however, crystals
should be curved, thus focusing the radiation. In order to fulfill the focusing
condition the curvature of the crystal together with the incident angle or
the wavelength of the radiation have to be simultaneously changed, or else
the crystal as a whole must be moved in a circular path. For this reason,
application of bent crystals is limited; they are predominantly used when
only a particular fixed wavelength is to be analyzed.

The spectral resolution is a measure of the degree of sepatation of
two neighboring lines of wavelength A and A + AX. The resolution 4 is
commonly defined as the ratio of the wavelength A of a line to its half-
width AX (line width at half height). Two lines are considered sufficiently
resolved when they are separated by their half-width

A

A=T7

From Bragg’s equation we obtain
A=2dsin0 and ALl =2dcos A0

where A8 defines the angle at which the intensity of the line has decreased

to half its peak value.
For the resolution we obtain
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Fig. 10.11. Efficiency of various counters calculated from the
absorption coefficient and plotted as a function of the wavelength.
(Geiger A) Geiger counter with 550 torr argon, effective length
of 10cm, and a 13-4 mica window; (Prop. K) proportional
counter with 500 torr krypton, effective length of 2.7 cm, and a
side window of 130-x Be and 13-x mica; (Prop. Xe) proportional
counter with 300 torr xenon, effective length of 2.7 cm, and
a side window of 130-x Be and 13-z mica; (Scint. Nal- TI) scintil-
lation counter with Tl-activated Nal crystal of 1-mm thickness
with a 130-u Be layer (Taylor and Parrish, 1955); (----)
scintillation counter in the range 0.3-0.5 A measured by the
author.

With this equation, the resolution or selectivity AX of a spectrometer may
be calculated. If we assume A8 to be equal to the residual divergence of the
beam which passes through a collimator with a lamella distance of 160 u,
we then obtain for the selectivity of a topaz crystal near the MnK,, line
AX =0.006 A (20 ~ 101°; A = 2.1A). The MnK, = 2.103A and
CrK; = 2.085 A lines are separated by AX = 0.018 A and, hence, may be
resolved with a topaz crystal and a collimator of 160 p lamella distance.

10.7. Counters

Three types of counters are employed in modern x-ray fluorescence
analysis, proportional, flow proportional, and scintillation counters.
Geiger counters are not commonly used anymore. Because of the low
deadtime of the proportional counter, high counting rates (10* to 10°
counts/sec) may be recorded. The amplitude of a pulse is proportional
to the energy of the absorbed photon and, as a result, photons of different
quantum energies may be separated by pulse-height analysis. The spectral
sensitivity of the proportional counter depends upon the wavelength and
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is usually limited to a wavelength range of 1.5 to 2.3 A (CrK, to Cuk,
and CeL, to TaL,).

The flow proportional counter is basically a proportional counter
whose window consists of a very thin mylar film. The thin mylar film is
required to lower the absorption of the incident radiation as much as
possible. In order to eliminate gas loss through the thin mylar or polypro-
pylene window, the flow proportional counter is flushed constantly by a
steady stream of gas, most commonly argon. The flow proportional counter
is used for spectra of the light elements in the wavelength range 1.5-12 A
(NakK, to CuK, and SnL, to TaL,). Because of the low dead time, high
counting rates (10* to 10° counts/sec) may be recorded. The amplitude of a
pulse is proportional to the energy of the absorbed photon and, hence, pulses
of different quantum energies or different wavelengths may be separated
by pulse-height analysis. Sample, analyzing crystal, and flow proportional
counter are normally located in vacuum in order to reduce the strong
absorption in air of the long-wavelength radiatton.

For the wavelength range 0.3-2.5 A (VK, to SmX, and CeL, to UL,),
scintillation counters are most commonly used. Owing to low dead time
(Iess than 1 psec), counting rates of 10* to 10° counts/sec may be measured
with a spectral sensitivity of nearly 1009, over the whole wavelength range.
The amplitude of a pulse is proportional to the energy of the absorbed
photon and, hence, pulses of different quantum energies (different wave-
lengths) may be separated by pulse-height analysis. Laffolie (1961) and
Louis (1964a) have compared efficiencies of scintillation and flow propor-
tional counters for various wavelengths (Figure 10.13).

The Geiger counter has a large dead time (200'usec ) so that only
counting rates up to 108 counts/sec may be counted. The spectral sensitivity
is about equal to that of the proportional counter but the amplitude of the
pulses is larger by about a factor of 10%. Owing to the considerably higher
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Fig. 10.12. Efficiency of an argon-filled flow
A~ proportional counter (760 torr; 909, Ar +
109 methane; effective length of 24 mm).
(———--) Absorption by the counter gas;
(——) absorption by the counter gas after
absorption of the incident radiation by a 6-x
- thick mylar foil. (Courtesy of Neff, 1959¢.)
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Fig. 10.13. Counters. Intensity ratios obtained with a
scintillation counter and an argon-filled flow pro-
portional counter as a function of wavelength
(Laffolie, 1961; Louis, 1964a). It should be noted
that in the case of these measurements, the scintilla-
tion counter was located outside the spectrometer
while the flow proportional counter was within the
spectrometer.

pulse amplitude there is no relation between output amplitude and the
energy of the absorbed quantum and, furthermore, no need for very
sophisticated electronics. A detailed description of counters may be found
by Fiinfer and Neuert (1954), Tayler and Parrish (1955), Parrish and
Kohler (1956), and Neff (19594, c).

Every quantum absorbed in a counter results in an electrical pulse.
These pulses may be counted by common counting electronics, and the
intensity of the radiation reaching the counter may be measured in terms
of number of pulses. Pulses may, however, also be used to charge a capaci-
tor for a predetermined time of measurement. The intensity of the radiation
which reaches the counter, is then measured in terms of voltage. Flow
proportional and scintillation counters with associated electronics can
register counting rates of 10 to 10° counts/sec. When counting rates are
higher than about 2 x 10% counts/sec, noticeable counting losses occur, i.c.,
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not every photon absorbed in the counter is actually registered. This
phenomenon will be discussed in more detail in Chapter 11 which deals
with counting statistics and counting losses.

10.8. Pulse-Height Analysis and Discrimination

Amplitudes of the electrical pulses obtained from proportional, flow
proportional, and scintillation counters are proportional to the energies
of the absorbed photons. A simple relation exists between the energy /v
and the wavelength A of the photon

Ephog = h'u = hc/l

where c is the velocity of light. Radiation in x-ray fluorescence analysis is
normally identified on the basis of its wavelength. The analyzing crystal,
however, cannot separate two different radiations whose wavelength A;
and A, are given as follows:

AM=mn-A n=1,2,3 ...
For both wavelengths, the condition for reflection

2dsinf =ni

is fulfilled for the same angle 6, and only the values of n (orders of reflection)
are different. Thus, the long-wavelength radiation overlaps the short-
wavelength radiation in the spectrometer. Using an electronic discriminator,
however, pulse-height analysis may be used to eliminate either of the two
radiations. Their quantum energies and the corresponding amplitudes are
given as 1 : n. In a hafnium-containing zirconium mixture, for example,
the HfL, line (A = 1.569 A) is overlapped by the second-order reflection
of the ZrK,, line (A = 2 x 0.786 = 1.572 A). However, the interfering
line may be eliminated using pulse-height discrimination (Figure 4.7).
Pulse-height discrimination may also be used to lower the general.back-
ground radiation so that weak lines are often more distinctly separated from
the common scattered background.

In pulse-height discriminators one usually distinguishes between a
“window” or ‘“channel,” and an average or lower “window” height or
‘“‘channel height.” “Window” or “channel” may be changed arbitrarily in
width and height in order to separate those pulses from the spectrum
which are located within the chosen interval. Thus, pulse-height distribu-
tion of radiation may easily be experimentally determined. Only a narrow
range of pulse heights is allowed to enter the counting electronics (registra-
tion with a narrow window) and the height of the window is varied in steps.
In this way the frequency distribution of the average pulse heights is ob-
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Fig. 10.14. Pulse-height distribution for the ZrK, and HfL. lines registered with a
scintillation counter. Incident radiation originally reaching the counter is monochro-
matic (symbolized as a vertical line); in the counter and associated electronics, however,
it is broadened to yield a normal (Gaussian) distribution. Both the HfL, and the second-
order ZrKy line appear, in the spectrometer, to have the same wavelength and overlap
each other. Using pulse-height analysis and discrimination, however, either one of the
two radiations may be eliminated because the ratios of effective wavelengths and quan-
tum energies, respectively, are 1:2.

tained in the form of a normal (Gaussian) distribution (Figure 10.14).
When the pulse-height distribution of monochromatic radiation is deter-
mined with a proportional or flow proportional counter, pulses of low
amplitude are detected in addition to the normal pulse heights. These
additional pulses represent the so-called escape peak. In order to explain
the escape peak, the process of absorption of a photon has to be considered
in somewhat more detail. When a photon is absorbed, one atom of the
counter gas is ionized in its K energy level. One electron of the K energy
level is given the total energy Av of the photon in form of kinetic energy,
1mv?, minus the ionization work W which is necessary to remove the
electron from the atom

1
?’mzﬂ:kv— w

This photoelectron of the energy imv?® collides with other atoms and
ionizes their outermost shell. The number of secondary ions formed in
this process is proportional to the kinetic energy of the original photo-
electron. By expelling a second electron (Auger electron) from the atom
which originally was ionized in the K energy level, the atom returns within
approximately 10~8 sec to the ground state. The kinetic energy of the
Auger electron is approximately equal to the ionization work W. Just as
the photoelectron, the Auger electron as well ionizes further atoms on its
path. The total number N of the ions is therefore proportional to the sum
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N = prop (% muv2+ W) = prop hv

and, hence, proportional to the originally absorbed energy of the photon.
However, it is also possible that the original atom which was ionized in the
K energy level, emits a fluorescent photon. In all probability, its energy
is now too low for ionization of further atoms (because the fluorescent
photon escapes from the counter) and the total number of ions N* which
is formed by absorption of the quantum energy /v is only

N'= prop (hv—W)

These ions are accelerated in the electric field of the counter and, when
reaching the counter wire, produce an electric pulse whose amplitude is
proportional to the number of ions. At the counter exit, pulses of the
following amplitudes occur:

A = prop by
A’ = prop (hy—W)

The pulses of amplitude 4 correspond to the energy of the absorbed
photons, and the pulses of amplitude 4" correspond to the escape peak.
For a counter filled with argon the value for W is approximately 3 keV,
and for a Nal scintillation counter it is approximately 29 keV.

Pulse-height analysis may also be employed to identify the fluorescent
radiation of an unknown sample without using an analyzing crystal (so-
called nondispersive geometry). Quantum energy and relative pulse height,
respectively, are proportional to the reciprocal wavelength. However,
energy curves of neighboring fluorescent lines overlap in pulse-height
analysis because the energy resolution of common counters is rather low.
Dolby (1959) and Zemany (1960) describe two methods to unfold over-
lapping spectra in order to obtain the contributions made by individual
lines. Birks and Batt (1963), and Birks, Labrie, and Criss (1966) illustrate
Dolby’s method for a number of examples.

It is important to note that the average pulse height at high counting
rates shifts towards smaller values; this is due to the fact that the recovery
time of the counter for two successive incident photons is too low. Ampli-
tude shift occurs at those counting rates for which appreciable counting
losses are recorded.

10.9. Filters

In contrast to pulse-height discriminators, filters often allow dis-
crimination of lines of very similar wavelength. If, for example, it is neces-
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/ /
Fig. 10.15. Filter-difference method. Using two filters of proper
choice it is possible to measure selectively the spectral intensity in
the wavelength range between A, and Az. The approximate spectral
intensity in the interval A, — A is obtained as the difference of two
measurements. This difference, in addition, has to be corrected for

the absorption during measurement with a filter A in order to obtain
the true spectral intensity.

sary to determine small amounts of tantalum in a mixture with large
amounts of tungsten, a nickel filter of approximately 20 p in thickness
reduces the WL, line to 0.2 % of its original intensity. At the same time, the
intensity of the TaL, line is reduced to only 44 % of its original intensity.
A nickel filter 24 4 in thickness may be employed in the analysis of brass
alloys to nearly completely suppress the ZnK, line, while the neighboring
CuK, line is reduced in intensity to only 359 of its original value
(Tanemura, 1961). Analogously, a 10-p aluminum filter suppresses the
SiK, line nearly completely, while the AlK, line is absorbed by only about
50%.

Natelson et al. (1962) mounted a 0.1-mm thick titanium foil directly
onto the x-ray tube in order to suppress the undesired CrK, and WL, lines
of the primary x-ray radiation. As a result, the peak-to-background ratios
for measurement of trace amounts of Cr, Mn, Fe, Co and Cu are con-
siderably improved. Leroux and Mahmud (19674) mounted a nickel foil
of 45 p thickness directly on a tungsten tube to suppress the characteristic
tungsten lines of the tube when analyzing for tungsten and trace amounts
of zinc and lead.

Filters may also be used to select a narrow wavelength range from a
polychromatic spectrum and enable measurement of its intensity without
taking recourse to spectral analysis by a crystal. For this method, two
balanced filters will suffice [filter-difference method (Ross, 1926; Mecke,
1963)]. The absorption edge of one filter limits the wavelength range
towards the short-wavelength side, and the absorption edge of the second
filter limits the wavelength range towards the high-wavelength side. The
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thickness or mass density of the filter is chosen so that both filters absorb
equally well outside the range in question (Figure 10.15). The intensity of
the radiation is measured with a short wavelength filter and then with a
long-wavelength filter. The difference between the two intensity measure-
ments corresponds to the intensity within the selected wavelength range.
As an example, the measurement of the intensity of the tin radiation in an
ore sample is discussed. The filter pair, palladium-silver, may be used to
measure selectively the intensity in the wavelength range from A = 0.486 to
0.509 A. This range contains the SnkK, line of wavelength A = 0.492 A.
A palladium foil of 0.08 mm thickness absorbs radiation in this wavelength
range to about 0.59 of the original value, while a silver foil of 0.0806 mm
thickness absorbs the radiation in this particular wavelength range to only
419, of the original intensity. Analogously, a manganese-iron filter pair
suppresses radiation in the wavelength range from 1.743 to 1.896 A and
makes it possible to selectively measure the CoK,, line (A = 1.789 A).

In the so-called filter scan technique, instead of two balanced filters
Dothie (1962) used a whole set of tuned filters placed in sequence into
the beam. If the intensity changes suddenly upon insertion of a certain
filter, then a strong emission line is present in the corresponding wave-
length interval which can easily be recognized and identified. In favorable
cases, a combination of filters and pulse-height discriminators allows
analysis without the use of an analyzing crystal.



Chapter 11

Measurement Techniques

l1.1. Principles of Statistics

Just as any other technique of measurement, the determination of the
elemental content of a sample is governed by the laws of statistics. It is
for this reason that the principles of statistics are treated briefly in this
chapter. Further discussions may be found in Kaiser and Specker (1956),
Linder (1957), Davies (1957), and Neff (1961).

Every determination results in a number which is designated x. If
further determinations are carried out independently from the first measure-
ment we obtain the numbers x;, X5, . . . , X, which represent a random
sample of the population n. The scatter of the individual numbers are a
measure of the accuracy of the method and allows conclusions to be drawn
as to the confidence of the analytical result.

Individual measurement — number x
Repetition of the measurement — numbers x,, x5, . . ., X,
Scatter — accuracy of the result
Test procedure — confidence of the result

A random sample is best characterized by three terms: mean, scatter,
and population (number of individual measurements). The sequence of
the individual numbers within a random sample is of no importance. The
best approximation for the desired number x is the mean x:

E(zx)=Z= — (1L.1)

The variance and the standard deviation (the latter may be derived from
the former) are a measure for the scatter

106
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Variance s2

I

Y (z— )
D

(11.2)

Standard deviation s

I

Let us consider a second random sample of measurements. Just as the
individual measurements vary, so do the means which are calculated from
the individual sets of measurements; however, the variation of the latter
is less than that of the former. The variance and standard deviation,
respectively, of the mean are given as follows:

. 82
Variance of the mean sp? = —

, (11.3)

Standard deviation of the mean $8p = 7:
n

where 7 is the population of the random sample from which the mean is
calculated.

We must distinguish between total population and random sample.
The total population contains all values which determine a result un-
ambiguously, while the random sample contains only a limited number of
individual measurements of the total population. Customarily, values of
the total population are designated with Greek letters, and those of the
random sample with Latin letters. The total population is described by the
mean p, the scatter o, and the total number of measurement v. It can be
shown that the mean and the scatter, calculated from a random sample,
are the best approximations for the mean and the scatter, respectively,
of the total population.

X 1s the best approximation for u
s2 is the best approximation for o2

Normal Distribution and Statistical Test Procedures

For the following considerations, it is assumed that the total population
of the individual measurements follows a Gaussian (normal) distribution.
Let us consider the distribution of the individual measured numbers in
the total population. The total number of measurements in the total popu-
lation is infinite. The Gaussian distribution of the value x is given by the
following equation:
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D(z) =

p[_(i—/‘)z] (11.4)

—— e
0‘1/27'[ 20'2

By coordination transformation of the type

x—p (11.5)
o

we obtain the standardized normal distribution

D(u) =

1 u?

— _— 11.6
V2 exp[ 2 } ( )
The factor 1/4/27 is chosen in such a way that the area under the curve
is equal to 1

The value @ as a function of ¥ may be found in tables; it is the well-known
Gaussian curve (Figure 11.1). More important, however, are tables which
contain specific integrals for ®(x). Commonly used are the following values
and their corresponding tables:

+u

szl—f@(u)du (11.7)

—Uu

This corresponds to the area which is under the curve ®(u) but outside the
limits —u and +u. The term P, is referred to as the residual probability;

Fig. 11.1. Standardized normal distribution of measured values
around the mean. The functions Ps and Pp are used to statistically
test a measured value; they determine the probability of a
measured value to be by chance in the cross-hatched area.
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it determines the probability of a value from outside these limits to still
belong to the same total population. The term P, is the answer. Since
limits exist on both sides (—u and +u), P, is referred to as the so-called
two-sided limiting value. A further term is in common use

+ o0
Ps:fcb(u) du (11.8)

“+u

The term Py determines the probability of a value outside the limit +u to
still belong to the same total population. As only one limiting value is
determined, the term P is referred to as one-sided limiting value. It can
easily be shown that

Pp =2 Ps (11.9)

The following question may be answered with the aid of the u-distribu-
tion: What is the range of the limits in which 959 of all individual values
are located (question as to the scattering range) ? Conversely, this question
may be phrased as follows: A measured value x is given. What is the range
of the limits which in 959 of all cases contains the mean x? What is the
probability of a value larger than the limiting value u to still belong to the
same total population (question of detection limit)?

Answer to the first question: 959/ of all values are to be located within
the interval —u to +u, and 59 of the values are to be located outside this
limit. Since two limits are given the term Pp is chosen. For P, = 0.05,
the corresponding value for ¥ (# = 1.960) may be taken from Table 11.1.
The scattering range which, with a probability of 959, contains all indi-
vidual measured values may be determined using equation (11.5):

and is found to be as follows:
12 = p 4 1.960 ¢

In this equation p is the mean and o the standard deviation of the total
population. If the scattering range is to be calculated for, respectively,
909, and 99 9; of the values, then the corresponding u-values are found by
taking P, = 0.10 and 0.01, respectively.

The second problem originates from a reversion of the first: when
measuring a number, the mean of the particular total population is unknown
(in fact, the measurement is made to determine this value). We therefore
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have to consider the probability distribution of the true value or of the mean
w around a measured value x and it can be shown mathematically that the
same distribution function results. If the standard deviation of the analytical
technique is o, then the desired mean p is, with 959 confidence, within the
scattering range

x + 1.960 ¢

Let us attempt to solve the third problem, which concerns the prob-
ability of a value larger than u to belong to the same total population. As
there is only one limit, the term Py applies. If, for example, a value of u =
3.090 is chosen, then P = 0.001. The probability, however, is so low that
we consider occurrence of such an event to be most unlikely. Whenever a
measurement yields a »-value larger than 3, we consider this value to be
larger than the total population in question and, hence, not to belong to the
same population. This limiting value may be found from equation (11.5).

e =W+ uUo

With this equation the detection limit may be determined. The detection
limit is that concentration for which a measured value results which is
u times larger than the statistical variation of the background or of the
dry run. The particular u-value beyond which the occurrence of a certain
event is considered improbable, is chosen rather arbitrarily. The probability
of 19 is often used as a boundary value in statistics. In many spectroscopic
papers by Kaiser and Specker (1956) and Neff (1961), a u-value of 3 is
used; this corresponds to a probability of 1.35 per thousand.

t-Distribution and Corresponding Test Procedures

So far, we have assumed that the mean p and the scatter of the total
population o2 are known. In most instances, however, this is not the case,
and we are forced to rely on the approximate values X or s2 which are
obtained from a random sample. Furthermore, the number of individual
measurements in a random sample are often limited and, due to the con-
siderable work effort involved in most analytical procedures, 10 to 20
measurements are usually considered an adequate test for the particular
analytical method. A statistical test procedure, however, may be applied
in such a case and in place of the term u, the term #(n) is defined

t (n) :ﬁisifi (11.10)

where the standard deviation s is determined from a random sample con-
sisting of n measurements. The z-distribution is also symmetric, but some-



Measurement Techniques 111

Table 11.1. Normal Distribution. Values of u for various probabilities P, and Py (Pg
always equals 4Pp).

Pp .00 .01 .02 .03 .04 .06 .06 .07 .08 .09

.0 oo 2.676 2.326 2.170 2.054 1.960 1.881 1.812 1.751 1.695
.1 1.645 1.598 1.555 1.514 1.476 1.440 1.405 1.372 1.341 1311
.2 1.282 1.254 1.227 1.200 1.175 1.150 1.126 1.103 1.080 1.058
.3 1.036 1.015 0.994 0974 0.954 0.935 0.915 0.896 0.878 0.860
.4 0.842 0.824 0.806 0.789 0.772 0.755 0.739 0.722 0.706 0.690
.5 0.674 0.659 0.643 0.628 0.613 0.598 0.583 0.568 0.553 0.539
.6 0.524 0.510 0.496 0.482 0.468 0.454 0.440 0.426 0.412 0.399
.7 0385 0.372 0.358 0.345 0.332 0.319 0.305 0.292 0.279 0.266
.8 0.253 0.240 0.228 0.215 0.202 0.189 0.176 0.164 0.151 0.138
.9 0.126 0.113 0.100 0.088 0.075 0.063 0.050 0.038 0.025 0.013

Low probability

Pg 0.000 0.001 0.002 0.003 0.004 0.005 0.006 0.007 0.008 0.009
Pp 0.000 0.002 0.004 0.006 0.008 0.010 0.012 0.014 0.016 0.018

u oo 3.090 2.878 2.748 2.652 2,576 2.512 2,457 2.409 2.366

Very low probability

Pg 0.0000005 0.000005 0,00005 0.0005
Pp 0.000001 0.00001 0.0001 0.001
u 4.892 4.417 3.891 3.291

what more shallow than the corresponding normal distribution. The
larger the individual number of measurements of the random sample from
which the value for s is obtained, the closer the 7-distribution approximates
a normal distribution, until for n = oo it is identical to it. The magnitude
of t(n) which is to be chosen for a particular probability, depends upon the
number of measurements from which the standard deviation is calculated.
As an exercise, the same three problems are discussed again: What is the
range of scatter which contains 95 % of all measured values? It is assumed
that the standard deviation is calculated from 10 individual measurements.
Table 11.2 lists the values for Pg and P,

oo +t ,
Ps—f(b(t)dt Pp = lwf'(D(t)dt (11.11)
t —t

For a population of the random sample of » = 10 and P, = 0.05, a
t(n)-value of 2.26 is found. It may, therefore, be assumed that at least
959 of all measured values are located within the range

21,2 = put 2.26 s
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Conversely, it may also be assumed that in at least 959 of all cases, the

desired mean p is. within the range

x4+ 2265

where x is an arbitrarily chosen measured value. A boundary value for the
detection limit is obtained as follows:

xe=p+tn)s=%+ t(n)s

The limited population of the random sample requires that larger ranges

are considered in order to be confident of the result.

Error Propagation

Let us consider two measured values x, and x5 as well as the respective
standard deviations s, and sz. The relative standard deviations € are

S4

&4 = ——

X4

SB
&EB = ——
rB

Table 11.2. r-Distribution. Values of #(n) as a function of the population of
the random sample for various probabilities Py and Pp,.

Ps 0.1 0.05 0.025  0.01 0.005  0.0025  0.0005

n Pp 0.2 0.1 0.05 0.02 0.01 0.005  0.001
2 3.08 6.31  12.7 31.8 63.7  127.3  636.6

3 1.89 2.92 4.30 6.96 9.92  14.1 31.6

4 1.64 2.35 3.18 4.54 5.84 745 12.9

5 1.53 2.13 2.78 3.75 4.60 5.60 8.61

6 1.48 2.01 2.57 3.36 4.03 4.71 6.87

7 1.44 1.94 2.45 3.14 3.71 4.32 5.96

8 1.42 1.89 2.36 3.00 3.50 4.03 5.41

9 1.40 1.86 2.31 2.90 3.36 3.83 5.04

10 1.38 1.83 2.26 2.82 3.25 3.69 4.78
11 1.37 1.81 2.23 2.76 3.17 3.58 4.59
12 1.36 1.80 2.20 2.72 3.11 3.50 4.44
13 1.36 1.78 2.18 2.68 3.05 3.43 4.32
14 1.35 1.77 2.16 2.65 3.01 3.37 4.22
15 1.34 1.76 2.14 2.62 2.98 3.33 4.14
16 1.34 1.75 2.13 2.60 2.95 3.29 4.07
17 1.34 1.75 2.12 2.58 2.92 3.25 4.02
18 1.33 1.74 2.11 2.57 2.90 3.22 3.97
19 1.33 1.73 2.10 2.55 2.88 3.20 3.92
20 1.33 1.73 2.09 2.54 2.86 3.17 3.88
25 1.32 1.71 2.06 2.49 2.80 3.09 3.75
30 1.31 1.70 2.05 2.46 2.76 3.04 3.66
40 1.30 1.68 2.02 2.43 2.71 2.98 3.56
60 1.30 1.67 2.00 2.39 2.66 2.92 3.46
120 1.29 1.66 1.98 2.36 2.62 2.86 3.37
oo 1.28 1.64 1.96 2.33 2.58 2.81 3.29
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and the standard deviations in 9 are 100e, and 100ez. We calculate
the standard deviation for a new term formed from the two measured
values. If the sum or the difference is formed, then the standard deviation
of the new term is

XA + ZB: 8=l/si+ 812; (11.12)

The relative standard deviation is given as follows:

X4+ xB: €= V(waeal + (wpes)® (11.13)

rat B

When forming the product or the quotient, the absolute standard deviation
of the new number is obtained as follows:

2 2
x4 25 s =4 as (fi) + (ﬂ) (11.14)

XA B

Analogously, the relative standard deviation is

PTRE S o a=|/ai+s§ (11.15)

If several measured values are combined, then the errors are propagated
according to the above-described rules. Depending upon the type of com-
bination it is therefore desirable to calculate with the absolute standard
deviations s or with the relative standard deviations €. In the case of sums
or differences, the absolute standard deviations s are preferred; for product
and quotient formation, on the other hand, the relative standard deviations
¢ are preferred. In order to keep the resulting total error as low as possible
it is desirable that all errors of the individual measurements are approxi-
mately of the same magnitude, because the contribution of the largest
error of an individual measurement to the total error is relatively high.

11.2. Counting Statistics and Counting Losses

Intensities of spectral lines are most commonly registered with
counters, where the incident x-ray quanta are counted as electrical pulses.
The intensity I in terms of energy transport per unit time may easily be
calculated from the pulse rate or the number of pulses by multiplying
the pulse rate N with the quantum energy of the radiation Av.

I=Nhyv [erg]

The word “intensity” is often used to describe the pulse rate (i.e., number
of pulses per unit time). In order to distinguish clearly between these two
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terms we designate the pulse rate (number of counts per unit time) by N
and the intensity in the strict sense of the word by 1.

Measurement of fluorescent intensity is only possible with a certain
accuracy and various effects contribute to its limitations: variations in
number of pulses per unit time as a result of counting statistics; short-term
drift in the apparatus; and variability from determination to determination
as a result of differences in the apparatus and sample preparation. Further-
more, long-term drift is important in cases where a longer period of time
elapses between two individual measurements. In this chapter, however,
only errors resulting from counting statistics and counting losses are con-
sidered. The number of counts measured in two equally long time intervals
is usually not the same. This is because individual pulses do not arrive at a
uniform rate; rather, their occurrence, in time, varies statisticallv. Hence,
the number of pulses accumulated for fixed time intervals is not a constant
and forms a Poisson distribution. It is for this reason that even in the case
of an ideal apparatus the average pulse rate or the total number of pulses
per unit time 7 can only be measured with a certain error. Two methods
exist for the measurement of the intensity: the measurement may be carried
out either on the basis of a fixed-time interval, or on the basis of a fixed-
pulse number. In the fixed-time method, the time during which the incident
pulses are counted, is predetermined, where either the total number of
pulses accumulated in this time interval or the average pulse rate (number
of pulses per unit time) is determined. In the case of the fixed pulse number
method, a certain number of pulses is chosen and the time necessary to
accumulate the pre-selected number of pulses is measured. The counting
error in both procedures depends upon the total number of accumulated
pulses, and the standard deviation is chosen as a measure of that error. If
N is the total number of accumulated pulses, then the corresponding
standard deviation of the Poisson distribution is 4/N; the desired value is
then with 68 % probability within the range N + 4/N; with 959/ probability
in the range N + 24/N; and with 99.7 % probability in the range N + 34/N.
Depending upon the technique of measurement, however, the total number
of accumulated pulses N is not obtained directly; rather, the average pulse
rate N during the counting time 7 or the counting time T itself, may be
obtained. The simple proportionality N = NT exists between these
three terms,so that the standard deviation corresponding to the other
measured values may be calculated. Below, the measured values and the
corresponding formulas for the standard deviations are given for every
method of measurement.

The accuracy of a measurement increases with increasing number of
pulses and increasing length of time of measurement. For 10,000 pulses, for
example, the standard deviation is 100 pulses or [ %; for 100,000 pulses it is
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Method of Measured values and corresponding
measurement standard deviation
Preselected time of Measurement of number of pulses N (pulses)
measurement 7 accumulated per preselected time
interval
Corresponding standard deviation +4/N
Standard deviation in percent +1004/1/N
Preselected time Measurement of average pulse N (pulses/second)
of measurement rate per time interval T
Corresponding standard deviation +14/NIT
Standard deviation in per cent +100+/1/NT
Preselected number Measurement of time required to
of pulses N accumulate preselected number of
pulses T (sec/pulse)
Corresponding standard deviation +4/T?N
Standard deviation in % +1004/1/N

316 pulses or 0.3%; and for 1,000,000 pulses it is 1000 pulses or 0.1%.
However, it is usually not meaningful to attempt lowering the standard
deviation resulting from counting statistics to below 0.1-0.3 %; drift in the
apparatus is frequently larger than 0.1-0.3 9 and accuracy of measurement
is therefore often determined by apparatus drift rather than by counting
statistics. By measuring the same fluorescent line 100 to 200 times it is
possible to test experimentally whether the standard deviation approaches
the theoretical value. As a rule, the value for the standard deviation of the
counting statistics is somewhat larger than the theoretically expected
value because short-term drift of the apparatus is often superimposed onto
the counting statistics, thus increasing the counting error (the author’s
measurements yield numbers which are 1.25 to 1.7 times as large as the
theoretically expected values). ’

Counting Loss in Case of High Counting Rates

It is an experimental fact that a photon which is absorbed and regis-
tered by a detector prompts this detector to be insensitive to additional
photons for a very short period of time. After a counter receives a photon
its counting efficiency for addition photons is essentially 0 but it then
increases to its original value. Certain shielding phenomena in the counter
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as well as the sluggishness of the associated electronics are responsible for
this effect. Let us consider in more detail the behavior of the counting appa-
ratus after a photon has entered the counter. For this purpose the term
““idealized counting apparatus” is introduced. After a photon enters the
counter, the sensitivity of the idealized counting apparatus drops to zero,
remains zero, and after a certain time interval 7, (dead time) increases to its
original value. After incidence of a photon, a certain time span elapses
until the next photon arrives. For the purpose of calculating the counting
efficiency we consider two boundary cases: In the first case, a photon
arriving within the dead time ¢, of a previous pulse is not detected and this
new photon again restricts the counting apparatus for time tp, Le.,
the dead time begins again and the time span in which no pulse can be
registered is prolonged. If N is the number of incident and N’ the number of
registered pulses, then the counting efficiency N’[N is found as follows:

’

N

In the second case, the photon arriving during the dead time is also not
detected, but in this case the new pulse does not reinitiate the dead time,
The maximum dead time is then #;, and the count yield is as follows:
N’ 1 N’
N 1+ Nt o N=iTyn

= exp [—Nip]

The value (N — N’)/N is referred to as the counting loss. In practice,
scintillation counters commonly have counting losses of 159 for pulse
rates of 10° counts/sec. In Figure 11.2, N'/N is plotted as a function of N,

Additivity of Correction Factors

The magnitude of the counting loss may be determined experimentally
by several methods (Lonsdale, 1948; Short, 1960; Sawatzky and Jones,
1967). Other than the multifilter technique of Lonsdale (1948), the follow-
ing procedures are to be considered:

1. Method employing a filter or aperture. A thin metal foil (filter) or
an aperture are required and the intensity of a line is measured with and
without filter for different counting rates (the filter is not mounted directly
in front of the counter entrance slit in order to avoid simultaneous recording
of the fluorescent radiation originating from the metal of the filter). The
“absorption factor” and the ratios of the two intensities, respectively,
remain constant as long as no counting losses occur. When plotting this
ratio as a function of the unfiltered counting rates, a straight line originates
as long as the counter operates without counting losses; this plot becomes
nonlinear, however, when counting losses occur. Let us designate N, and
N7 as the true and measured counting rates, respectively, for the nonfiltered
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radiation, and N, and N, as the true and measured counts, respectively,
for the radiation after passing through the filter. Following the counting
loss-free range in the plot is a range for which

N, <N, and N, =N,

In order to determine the true value it is necessary to calculate the correc-
tion factor F by which the measured value N, has to be multiplied to obtain
N,, and to plot F as a function of N,. With (N,/N;) as the intensity ratio in
the counting loss-free range, we obtain
Ny = N{(Ny/N)/(No[Ny) = Nj x F(N?)
N —
correction factor

The following relation exists when the filtered radiation approaches high
counting rates where counting losses occur:

N, <N, and N,<N,

Under these circumstances, the absorption effectiveness of filter and
aperture, respectively, has to be increased so that the intensity of the
filtered radiation is once again registered in the linear counting range.
If this is not the case, the observed counting rate N, has to be corrected
using the previously obtained data, and the following relation has to be
considered to derive the true counting rate N;:

(Ny/N); x F(Np) _
ol

2. Method employing first and second order reflections. The intensity
ratio of first- and second-order reflections of a particular line is a constant.
This ratio is determined for different counting rates and constant values
are obtained as long as there is no counting loss. The ratio changes,
however, when counting losses occur, and the numerical determination
of the counting loss is then analogous to the previously described filter
method.

3. Method employing two samples. Two identical samples, but masked
to expose surface areas of different sizes, are employed resulting in emission
of different fluorescent intensities. The determination of the counting loss
is again analogous to the previously described filter method.

N, = NJ x N x F(N})

[1.3. Background Correction

In order to obtain the true intensity of the fluorescent radiation,
the measured intensity value has to be corrected for the background radi-
ation. The background is superimposed onto the fluorescent line and
consists largely of diffusely scattered primary tube radiation. The intensity
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Fig. 11.2. Counting loss of a scintillation counter
at high counting rates, presented as the experi-
mentally determined counting efficiency N’/N
(measured pulse rate N’ over true pulse rate N)
as a function of N’. Curves 1 and 2 represent the
counting efficiencies calculated according to the
two models discussed in the text.

of the background, however, can not be measured directly at the wave-
length of the fluorescent line in question, but has to be determined in its
neighborhood. Extrapolations and interpolations are necessary to derive
the intensity at the desired wavelength under the peak. The type of extrap-
olation or interpolation to be applied in a particular case depends largely
on the nature of the background in the area of the fluorescent line which,
in turn, determines the error in the background measurement. Four typical
cases are presented in Figure 11.3.

Case (A): The background radiation in the area of the fluorescent line
is constant. It is sufficient to measure the background somewhere in the
neighborhood of the line. For calculation of the error in the determination
of the true intensity of the line, its total intensity is designated P (peak),
the intensity of the background at i is designated U;, and the value of the
background at the desired wavelength is designated U,. The error in the
determination of the value P is Sp, while the individual values U, all have
the same error Sy;. The desired value U, and the net fluorescent intensity
N for case (A) are given as follows:

Uo=U+ 8u; N=(P—Uo)x)/8p+ 85

Case (B): The intensity of the background radiation changes linearly
with the wavelength. Its intensity may be determined by measuring the
intensities at two wavelengths, one on the right and one on the left of the
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Fig. 11.3. Schematic presentation of the nature of the back-
ground in the area of the fluorescent line. The background, in
the wavelength range in question, may either be constant (4),
may change linearly (B) or nonlinearly (C) with wavelength, or
the fluorescent line may be overlapped by a spurious line origi-
nating in the apparatus (D). Errors in the determination of the
true intensity of a line are different from case to case.

peak, where both positions are equidistant from the peak. The desired
value of the background may then be determined by forming the arith-
metic average of the two measurements. The error in the determination
of the net fluorescent intensity may be calculated from the errors of the
individual measurements according to the equation

1 —
Vo= (U1+Us) £ V2 Sv; N = (P—Uo) /8% +2 83

Case (C): The background changes nonlinearly in the neighborhood
of the characteristic fluorescent line. The shape of the background curve
and, hence, the intensity of the background at the desired wavelength under
the peak of the characteristic line may be determined by measuring the
background at several positions on the right and on the left of the line. The
error in the determination of the net fluorescent intensity is found to be
approximately

Uo=Uo (U1, Us, Us, Usg) £ 28y; N = (P—Uy) i;/s%,+ 4 8%

Case (D): A spurious line originating in the apparatus itself (Fe-,
Ni-, Cu-, Zn-, Pb-, W-lines from steel and brass parts of the unit, the
lead shielding, and the hot-filament cathode) may sometimes be visible in
the background. When the desired fluorescent line is overlapped by such a
spurious line, a numerical relationship between the intensity of the back-
ground radiation to that of the spurious line has to be established with the
aid of ultrapure samples. Only then is it possible to correct the measured
fluorescent intensity for the contribution by the spurious line. The error in
the determination of U, and of the net fluorescent intensity, in such a case,
is largely determined by the accuracy of the correlation

Uo=kU+ 8U;  N=(P—Uo)+|/85+ SiU?
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In this equation, k is the factor correlating the intensity of the background
to that of the contamination line, and S, is the error in the value of k&
(Sk is usually 5 to 109 relative). Occasionally, background corrections
may be neglected, particularly in cases where the intensities of the fluores-
cent lines are very large in comparison to those of the background radiation;
errors are then largely due to errors in the measurement of the fluorescent
lines themselves.

11.4. Optimal Conditions of Analysis

The purpose of optimizing conditions of analysis is to determine the
proper parameters required for most successful analytical work. A number
of independently variable parameters have to be considered:

Anode material of the x-ray tube

Excitation potential and current of the x-ray tube

Path of the x-ray beam in the spectrometer (air, helium, vacuum)
Slit-width of collimator

Analyzing crystal (dispersion and reflection efficiencies)

Counter

Setting of pulse-height discriminator

Counting technique

v
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Fig. 11.4. Left: Optimal anode voltages and tube currents for the determination of
antimony in galena. Optimal setting for detection limit is at the lowest point of the
curve, i.e., at minimum error (Siemens, 1962). Right: Optimal discriminator setting
for determination of arsenic in pharmaceuticals. Upper Curve: change in fluorescent
intensity of arsenic as a function of the window width; lower curve: change in
background variation as a function of the window width. Plotted on a logarithmic
scale. The ratio of arsenic fluorescence to the variations in the background radiation
is at a maximum at the position of the largest distance between the two curves.
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Optimal analytical conditions are those which yield a net intensity of lowest
possible relative error. The net intensity N and the corresponding error are
given as follows:

N=(P-U)x] S% + nSy

where P and U, are the counting rates for, respectively, the uncorrected
fluorescence intensity and the intensity of the background radiation; Sy and
nSy are the corresponding errors. The factor » is a term which depends
upon the particular extrapolation procedures employed in the determination
of the background U, (see the chapter on background correction). When
assuming that the error is due only to statistical variations in the counting
rate and every measurement is made for the same time T, the relative error

€ is
_ 1 P—i—nUo
Sy eyl T

The most favorable parameters are those for which the relative error is at
a minimum:

VPt+nlo 0 o _P=U _ (11.16)

P—-U, /) P+ nUp

Figures 5.3 and 5.4 illustrate changes in the fluorescent intensity as a func-
tion of the anode material of the x-ray tube. Choice of collimator and
analyzing crystal is determined by the required dispersion and reflection
efficiencies (Chapter 10.6; Crystals). The counter is chosen according to
the particular wavelength in question (Chapter 10.7; Counters). Figure
11.4 illustrates the selection of the most favorable conditions for x-ray
tube voltages and currents as well as for pulse-height discriminator settings.

Optimal Counting Time

Special consideration has to be given to proper choice of optimal
counting time, i.e., to the choice of counting times for individual lines
which account for the fact that there is a practical limit as to the total
time available for a particular analytical problem.

Measurement of Differences. Let us consider the case where the dif-
ference between two intensities is to be determined as accurately as possible
in a given time period. The average pulse rate of the one intensity measure-
ment is assumed to be P counts/sec and is measured in the time interval
of T; sec, and the average pulse rate of the other measurement is U
counts/sec and is obtained by extrapolation from several measurements
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U,, U,, etc. For simplicity, the individual values U are counted for the same
time interval T,. The error for the difference (P — U,) is given as follows:

P U,
S = V T, +n—T2

where the factor n depends upon the particular extrapolation procedures
applied for the determination of the background U,. The value n, however,
does not have to be equal to the number m of the measured background
positions. The total required counting time T is 73 + mT, (counting for
every one of the m background positions is for T, seconds). Optimal selec-
tion of counting times is achieved when the following equations are fulfilled :

o8 o8

S7— ATy + 57— dTo = 0 With dTy = —mdTs
or
88 8
o8 _ 958 11.17
"™ T, T a7 (11.17)

The ratio for the counting times may be derived from this equation as

follows:
T, _ 1/ mP
) 119

The smallest error in the difference (P — U,) is obtained when the counting
times for the individual intensities are selected according to the equation
presented above. The total available counting time is T and, hence, we
find for T, and T,

T‘/mP'
Ty - nle . r (11.19)

ST Tmp T P
m +
m+]/nU0 V’I’LUO

Measurement of Intensity Ratios. Let us consider the case where the
ratio of two intensities is to be determined as accurately as possible in a
given time interval. The relative error e of the ratio P/U, with P and U
as the pulse rates, is as follows:

1 1
€= PT1+ UT,
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The total counting time T required is 73 + T',. The ratio of the two counting
times is given in analogy to equation (11.17):

T, U
- 11.
- V = (11.20)
The smallest error for the ratio P/U is obtained when the counting times

for measurement of the individual intensities are selected according to the
above equation. The total available counting time is 7 and, hence, we

find for T, and T,
l/— T
T (11.21)

o —
U

1 —

+l/ 1+VP

Two techniques are employed for measurement of intensities, namely
measurement with reference to fixed number of pulses (fixed-pulse measure-
ment) and measurement with reference to a fixed counting time (fixed-
time measurement). Depending upon the nature of the problem, apparatus,
and readout device, either one of the two procedures may be employed.
Let us consider both techniques with particular emphasis on optimal
counting times. For this purpose, we consider two sets of four examples
each and calculate for every example the resulting errors for either fixed-
time or fixed-pulse measurement; these errors are compared to the errors
for optimal settings. The first four examples serve to find the most advan-
tageous technique of measurement for the determination of differences,
while the second four examples serve to find the most suitable technique
of measurement for the ratios of two intensities. It is assumed that the
ratios are 1:1, 10:1, 100:1, and 1000:1 (Table 11.3). In a difference deter-
mination, the higher intensity has to be measured for a longer period of
time, because variations in the larger value contribute more to the resulting
error than variations in the smaller value. For fixed-time measurement,
where both intensities are measured in equal time intervals, no effort is
made to achieve optimal time settings; thus, the resulting error is larger
than the optimal error. For fixed-pulse measurement, where the same
number of counts is accumulated for both intensities, measurement pro-
cedures are opposite to what is required for optimal settings: the higher
intensity is measured for a shorter period of time than the lower intensity
and, hence, the resulting error is larger than the optimal error. Measure-
ment with fixed-time intervals is therefore preferred for difference measure-

Counting Techniques
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Table 11.3. Procedures for Selecting Optimal Techniques of Measurement. [For Case

(A) p.118]

Formation of differences

Intensity ratio 1:1 10:1 100 : 1 1000 : 1
Optimal counting times T =0.5 0.76 0.91 0.97
To = 0.5 0.24 0.09 0.03
Counting times for T1=0.5 0.5 0.5 0.5
fixed-time measurements Te = 0.5 0.5 0.5 0.5
Counting times for fixed-pulse T, = 0.5 0.09 0.01 0.001
measurements Te= 0.5 0.91 0.99 0.999
Error for fixed-time measurement 1 1.13 1.29 1.37

expressed as multiple of optimal error

Error for fixed-pulse measurement 1 2.55 9.09 30.7
expressed as multiple of optimal error

Formation of ratios

Intensity ratio 1:1 10:1 100 : 1 1000 : 1
Optimal counting times Ty=105 0.24 0.09 0.03
To = 0.5 0.76 0.91 0.97
Counting times for fixed-time Ty = 0.5 0.5 0.5 0.5
measurements Te =05 0.5 0.5 0.5
Counting times for fixed-pulse T, =05 0.09 0.01 0.001
measurements Te = 0.5 0.91 0.99 0.999
Error for fixed-time measurement 1 1.13 1.29 1.37
expressed as multiple of optimal error
Error for fixed-pulse measurement 1 1.13 1.29 1.37

expressed as multiple of optimal error

ments. When determining intensity ratios, the lower intensity has to be
measured for a longer peériod of time than the higher intensity because
variations of the lower value are relatively large. For fixed-time measure-
ments, where both intensities are measured for the same time interval,
optimal settings are not achieved and, hence, the resulting error is larger
than the optimal error. In the case of fixed-pulse measurement, where the
same number of pulses are accumulated for both intensities, i.e., where
long counting times for low pulse rates and short counting times for high
pulse rates are employed, “counting time” selection is basically correct.
However, the resulting error is nevertheless larger than the optimal error
because ““counting time” selection for the two intensities goes beyond the
optimal setting. Both fixed-pulse and fixed-time measurements, however,
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result in the same error for ratio measurements (Table 11.3). On the basis
of these results, the most suitable counting techniques may be selected:
1. Expected counting rates are unknown or highly variable.
Goal: Formation of difference
Technique: Fixed-time measurement
Goal: Formation of ratio
Technigue: Either fixed-time or fixed-pulse measurement
2. The magnitude of the expected pulse rate is known (e.g., routine
analysis in production control).
Goal: Formation of difference or of ratios
Technique: Measurement with fixed-time setting and variable
counting intervals. Preselected counting intervals are adjusted
according to the individual pulse rates so that they come as close
as possible to the optimal setting. Measurement with fixed-pulse
setting and variable total number of pulses. The total number of
pulses for every set of measurements is chosen so that the resulting
counting intervals correspond as closely as possible to the optimal
time settings.
Studies of optimal recording conditions and counting times were made by
Loevinger and Berman (1951), Parrish (1956a), Mack and Spielberg
(1958), and Neff (1963).

11.5. Short-Term Drift and Variations From Measurement to
Measurement

Accuracy of a measurement, in many cases, is not only limited by
counting statistics but also by short-term drift and variations from measure-
ment to measurement which are caused by the apparatus. Drift arises from
both the primary x-ray tube radiation as well as from variations in the
readout system employed to record the secondary fluorescent radiation.
Variations from measurement to measurement are largely due to problems
in sample positioning and spectrometer settings. Commercial companies
claim stabilities for high voltage and current of x-ray tubes to be on the
order of 0.029%. Similar values apply to high-voltage power supplies of
counters. Counting rates of flow proportional counters are temperature
and pressure dependent, and the multiplication factor of the secondary-
electron multiplier in scintillation counters is also temperature sensitive.
The electronics of the counting and readout unit and, in particular, of the
discriminator are temperature insensitive and constant only within certain
limits. The lattice parameter of the analyzing crystal and, hence, the glanc-
ing angles for the diffracted radiation are temperature dependent. Setting
of individual sample holders in spectrometer chambers equipped for
multiple sample positioning are only reproducible within 0.2 to 0.3%.
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Fig. 11.5. Data scatter due to drift in an x-ray fluorescence unit over a time
interval of 20 hr. (Courtesy of Neff, 1961.)

If samples are separated from the x-ray tube by foils, then the intensity
of the soft radiation is affected by deviations in the foil thickness and by
the quality of the vacuum (Alley and Higgins, 1963). The combined
standard deviation, accounting for drift and variations from measurement
to measurement, commonly ranges between 0.2 to 1%.

11.6. Long-Term Drift

The efficiency of an x-ray fluorescence unit changes over longer
periods of time. High-voltage generators, for example, occasionally
produce higher than anticipated effective voltages due to the aging of
resistors. After prolonged use, anodes of x-ray tubes tend to develop
surface roughness which results in emission of increasingly lower intensities.
Old counters usually have poor counting efficiencies, and aged counting
and readout electronics tend to become inaccurate. Long-term drift is
different from unit to unit; however, an annual decrease in efficiency of 2
to 109 appears to be normal. In order to compare measurements taken at
widely separated dates, it is recommended to simultaneously measure
comparative standards (external standards) and to correct the measured
fluorescence intensities in relation to the standards. It is also common
practice to periodically remeasure calibration curves, either in part or in
total, in order to account for long-term drift.

11.7. Errors Due to Sample Preparation and Calibration

Sample preparation may also be the cause of errors in an analysis.
However, these errors largely depend upon the particular procedure em-
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ployed and more general suggestions can only be made with reservations.
The fluorescent intensity of a powdered sample is affected by grain size and
grain-size distribution. If two chemically identical powders are different in
grain size and grain-size distribution, then fluorescent intensities may differ
by several %,. Decomposition of samples in a borax melt, admixing of
an internal standard, and grinding and polishing of massive samples
may result in errors. Errors due to sample preparation are superimposed
onto other errors of measurement and, hence, increase the overall error
according to the following equation:

-l/ 2 2
Stotal = S_Meas"‘ S’Prep

Standard deviation of the total error is usually on the order of 0.3 to 3%.

In quantitative analysis, it is necessary to transform the measured
fluorescent intensity of the particular element in question to concentration.
For this purpose, a relation between concentration and fluorescent intensity
is established with the aid of standards. It is desirable to use several
standards so that the error due to calibration is held small; however, the
transformation is usually subject to a small uncertainty. This uncertainty
may be relatively large in the case of massive samples where the synthetic
standards deviate systematically in grain size, texture, formation of solid
solution series, contamination, etc. from the samples that are to be
analyzed. Although the standards may well be reproducible among:
themselves,they nevertheless may be the cause of systematically erroneous
analyses. Accuracy of the results may be tested by comparing the analytical
data to data obtained by other techniques. Comparison of measurements
obtained by x-ray emission spectroscopy with those of other analytical
methods has been made by numerous authors. Deviations are usually
within 1 to 4 9 relative; however, it hasto be kept in mind that the compara-
tive analytical methods are subject to errors just as is x-ray emission spectro-
scopy.

Reproducibility (precision) of an analytical technique describes the
magnitude of deviation which occurs after repeatedly measuring the same
sample by the same technique. Repeated measurement of one and the same
sample and repeated sample preparation allow experimental estimation of
the reproducibility. Depending upon the particular apparatus, technique
of measurement, and sample preparation the errors encountered in practical
analysis may actually be larger or smaller than the values given in this book.
Accuracy includes the reproducibility and describes the deviation between
the true and the analytical value. Accuracy not only depends upon errors
which arise from transformation of intensity measurements into con-
centrations, but also from statistical scattering of the measurements.
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11.8. Detection Limits

The detection limit was defined in the section on Principles of Statistics
(Section 11.1) as that concentration for which the net fluorescent intensity,
with a certain confidence, is larger than the statistical variations of the
background or of the test sample. It is a matter of agreement to define for
what probability a result is considered to be reliable or unreliable. One
usually distinguishes between a detection limit resulting from the particular
technique of measurement, and the detection limit resulting from sample
preparation. The former determines the lowest possihle content which
may-be measured with this particular technique, while the latter involves
reproducibility in sample preparation and the magnitude of scattering from
random sample to random sample for the same concentration. Let us
assume an experimental arrangement for which the standard deviation of
the measurement of the iron fluorescence is less than 0.5 9 relative. Due to
problems in the sample preparation, the standard deviation of the iron
intensity measurement, in spite of all precaution, may not be better than
19 relative. For example, the composition of slags may vary greatly on a
small scale, and scatter in the iron values from random sample to random
sample may be as high as +59,. The iron determination is made, however,
not to obtain the average iron content of a random sample but of the slag
as whole; hence, the detection limits due to the method and sample prepara-
tion, respectively, differ considerably.

An analytical value is considered to be realistic when the difference
between the total intensity and the background (P — Uy) is larger than
a multiple of the standard deviation. The detection limit is that content
for which a multiple of the standard deviation is equally as large as the
difference (P — U,).

If the standard deviation of a measurement of a line is designated o,
then the standard deviation of the difference (P — U,) is equalto o4/(n + 1),
where n depends upon the particular extrapolation procedure used in the
determination of U, from U, and which may have values between n = 1
to 4 (Section 11.3, Cases (A4) to (C); with op = o). It is required that the
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difference (P — U,) is larger, by a multiple u, than the corresponding
standard deviation

(P—Uo) =uc)n+1 (11.22)

The detection limit C,; of the technique for component 4 may be calcu-
lated with a standard

Ca
‘NA Standard

The value of u for 99 9; confidence is 2.33, while 4/(n + 1), depending upon
the background extrapolation, ranges between 1.42 to 2.42. We then obtain

(11.23)

Cug = uo‘l/n —I—T(

c
Cac = (3.3—5.2) o'( 4 ) (11.24)
Standard

A

The magnitude of the standard deviation o is usually calculated on the
basis of the pulse rate and the counting time (Section 11.2).

Detection limits depend upon the fluorescence efficiency of the desired
element, the apparatus, and the matrix in which the particular element is
to be determined. Detection limits are therefore different for different
elements and matrices and range from 0.1 % for very light elements in heavy
matrices to 0.00001 % or 0.1 ppm for heavy elements in light matrices.
Figures 19.1 to 25.1 illustrate the dependence of the detection limits of
elements upon the matrices.
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Calibration Curves and Regression
Coefficients

The relationship between fluorescent intensity and concentration in a two-
component mixture may be illustrated by a curve, Every value of concentra-
tion has a corresponding value for the fluorescent intensity (Figure 12.1).
Depending upon the nature of the mixture, the curves are bent to a different
degree and may be determined experimentally with the aid of standard
samples of known composition. Determination of concentrations in two-
component mixtures is commonly carried out with calibration curves. The
relationship between fluorescent intensity and concentration may also be
expressed algebraically in the form of an equation where the regression
function is determined instead of the calibration curve. Abstract formula-
tion, as a regression function, is of importance in the analysis of multi-
component mixtures where graphic illustration of the relationship between
intensity and concentration is impossible. The concentration is then deter-
mined by calculation.

The regression function is first derived for the fluorescent intensity of
component A in a mixture with component B, where interelemental excita-
tion may be neglected. The intensity of element A as pure A and as a
mixture with component B may be calculated as follows;

A Fig. 12.1. Calibration curves. Relationship between
fluorescent intensity and concentration in a two-component
mixture is illustrated by a curve. Curve A4 corresponds to the
fluorescent intensity of iron in a mixture of Fe;035-SiOs;
B curve B corresponds to the fluorescent intensity of iron in a
mixture of Fe;03-Taz0s.

Intensity

Concentration
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Aa

N q B Capa(A) No(4)dA

4T Sing Cafia(o) + Cofin (o)
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1) No(4) dA
Nawo = —L g, [ #4(4) No(4)dd
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The intensity in a mixture is expressed as a fraction of the fluorescent
intensity in the pure element:

f Capa(d) No(2)di Capa(2) No(1) o
Ny _ Capia(a) + Cpjis(x) Cafia(e) + Crjin(x) 0—4x)
Nawo pa(A) No(4)dA pa(2) No(2)
f fia () fia () (o—Ax)
(12.1)

If we assume that the radiation, in both cases, is in general produced by the
same wavelength range of the primary x-ray spectrum and that the weighted-
average wavelength A is the same in both cases, then the intensity ratio for
the first term on the rightsideof the expression is simplified. If one considers
that Cp = 1 — C,, the so-called regression function R(C,) is obtained
(Guinier, 1961; Miiller, 1962a; Kopineck, 1962):

NA CA

R(Ca) = Nawo Ca+ (1—C4) ram (12.2)

rap = fiB(a)/ fia(e) regression coefficient

The relation between the fluorescent intensity N, and the concentration C
of element A is therefore clearly expressed by the regression coefficient
r 45, for every value of N, there is a value of C,, and vice versa. Analogously
to a calibration curve, the regression function relates the fluorescent intensity
to the concentration; the relation however, is not displayed graphically but
algebraically. The regression coefficient

rap = (%) Ea(®)
is the ratio of the average combined mass absorption coefficient of associated
component B to the average combined mass absorption coefficient of
component A. In analogy to calibration curves, the regression coefficient is
determined with the aid of standard samples. Every standard sample yields
one value for r 5 (Figure 12.2)

Ca  Nawo—Na

12.3
1—-0Ca4 Na (12.3)

raB =
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Ca
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Fig. 12.2. Data obtained with standard samples (middle column) may either be used
to construct a calibration curve (/eft) or to calculate the regression coefficient which is
constant over the entire concentration range (right). Determination of niobium oxide
in a mixture of Nb2Os-Taz0s; borax pellets.

The value of r,; is constant for the entire range of concentrations. The
assumption that the weighted-average wavelength is indeed the same for all
concentrations may thus be. tested.

Occasionally, the value of N,;,, of the fluorescent intensity of pure
component A is unknown. In this case, the regression coefficient r,5 is
calculated with the aid of the fluorescent intensity of a second standard
sample

Ngo— Na

Nga Na
Ng— Na +C—Al_ On

T4aB =

(12.4)

The regression coefficient expresses all interactions between the two com-
ponents in a single number, for example, 1.7, 0.8, or 1.1, where the last
number indicates that the average combined mass absorption coefficient of
the associated component is 1.1 times as large as the average mass absorp-
tion coefficient of component A. The value of r 5 allows one to determine
the curvature of the corresponding calibration curve. Three cases are
possible for the ratios which determine the curvatures:

CaN a100

i i 1 Ny= o

fp (o) fia(a) < A Ca+ (1—Ca) iz () [fia (@) > C4N 4100
C4N a100

7 ga(a) = 1 Ng= — CO4N

B () /fHa(x) A Ca+ (1—Cy) fi5 () | fia (o) 41V 4100
CaN 4100

fae(a)/fa(a) > 1 Ni=

Ca+ (1—Ca) iz (@) | a (@ < 04N a100



136

200 -

100 1

40 1

Tale _

10
0.1

04 1

2A

Ta Lo(

Chapter 12

cTazos

100

Fig. 12.3. Mass absorption coefficients and calibration curve for the deter-
mination of Ta;Os in a mixture of Ta,0s—CaO. The average absorption
coefficient of the associated component CaO is smaller than that of the
desired component Ta;Os; hence, the regression coefficient is less than one
and the calibration curve is located above the diagonal (case 1).

In the first case, the calibration curve is located above the diagonal (as
determined by C 4N 4140); in the second case, it coincides with the diagonal;
and in the third case, it is located below the diagonal. Frequently, the value
for r 4,5 and, hence, the curvature of the calibration curve, may be predicted
from the mass absorption coefficients of the two components. The average
combined mass absorption coefficient is composed of the average absorption
coeflicients for, respectively, the incident polychromatic radiation and the

emerging monochromatic fluorescent radiation.
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Fig. 12.4. Mass absorption coefficient and calibration curve for the measure-
ment of Nb;Os in a mixture of Nb;Os-Ta;0s. The average absorption
coefficient of the associated component Ta,Os5 is larger than that of the
desired component Nb:Os; hence, the regression coefficient is larger
than 1 and the calibration curve is located below the diagonal (case 3).



Calibration Curves and Regression Coefficients 137

. NbKex
M
] ! NbKoy
100 Fe,0; |
4 / b
/
40 / NbOs |
/
/
/
0 b
01 04 1 2A 0 Cypyo, 100%

Fig. 12.5. Mass absorption coefficient and calibration curve for the mea-
surement of NbzO5 in a mixture of Nb,Os—Fe,0;. The average absorption
coefficients of both components are about equally large; hence, the
regression coefficient equals 1 and the calibration curve coincides with
the diagonal (case 2).
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The ratio of the average absorption coefficients fig(«)/ix 4(«) may easily be
determined from a graphical illustration, such as that in Figure 12.3
illustrating the determination of tantalum oxide in a mixture of tantalum
oxide and calcium oxide. The relation between mass absorption coefficient
and wavelength is illustrated for the two components on the left of the figure,
and the position of the fluorescent line of tantalum is indicated. It is evident
that the average absorption coefficient of the associated component,
calcium oxide, is smaller than that of tantalum oxide and, hence, the
regression coefficient is less than one. The calibration curve, therefore, is
located above the diagonal. Further examples for the prediction of regression
coefficients and calibration curves are given in Figures 12.4 and 12.5.
Calibration curve and regression function reflect the relationship between
fluorescent intensity and concentration of a component and are the basis
for quantitative analysis. The regression functions may be used to calculate
the corresponding curve for any values of r,; without having to take
recourse to measurements. A single standard sample determines unequivo-
cally the value of r 45 as well as the calibration curve and, hence, the number
of required standard samples is reduced (Figure 12.6).

The regression coefficient depends upon the associated component,
which is reflected by the fact that the mass absorption coefficient of the
associated component is in the denominator. As the mass absorption
coefficients are numbers which depend upon the wavelength, the regression
coefficient also depends upon the spectral composition of the primary x-ray



138 Chapter 12

100
r 3
0.4 | 7. A
= . o
N80 2t ////1
N10o 22144
60 g ’// A / Fig. 12.6. Calibration curves for
/ different values of 7 45. A single standard
40 A sample determines unequivocally the
value of r 5 and the complete calibra-
tion curve.
20
0 }

0 20 40 60 80 100

Concentration C

radiation used for excitation. The calibration curve for the determination of
tantalum oxide in a mixture of tantalum oxide and niobium oxide is different
when tantalum is excited to fluorescence by a tungsten instead of molyb-
denum tube; hence, the regression coefficient also has a different value
(Figure 12.7).
The calibration curve for the concentration C, = O passes through
zero, and the tangent at zero is given as follows:
drR(C,) 1 (12.5)

dc, Fap

The slope of the tangent at zero is identical to the regression coefficient, and
the tangent corresponds to the calibration curve for the determination of
traces of A in mixture with A + B and in the matrix B, respectively.

TaLu
*1 W tube Fig. 12.7. Calibration curves for the determination of
6 tantalum oxide in a mixture of Ta,Os-Nb,O5. Tantalum
Mo tube was excited by a tungsten tube and a molybdenum tube,
“1 respectively. All other conditions are identical. Two
Py different calibration curves and regression coefficients

result.
0

0 2 4« 60 C,
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Determination of Low Concentrations

The fluorescent intensity of an element present in low concentrations
(108 to 10~ 8)is proportional to the concentration of the element in question,
and the calibration curve is a straight line. The nature of the associated
components determines the slope of the calibration curve because the
magnitude of absorption of the x-ray radiation is different for different
associated components. The fluorescent intensity of niobium in a mixture
Nb;O;5-TiO,, for example, is approximately four times as large as in a
mixture NbyOg—Ta, 05 (Figure 13.1). For measurement of low concentra-
tions, standard samples of known trace element contents and of matrix
compositions similar to those of the samples are used. The calibration curve
may be calculated directly, provided the regression coefficient is known.
For low concentrations, the regression function is simplified as follows:

CaN 4100 €40 C4 N 4100 (13.1)

N, =
4 Ca+ (1—Ca)ras TAB

NbKe-U
in Tio:

Fig. 13.1. Calibration curves for the determination
of small amounts of NbyO; in various two-com-

in F¢z°3 . N . .
ponent mixtures. The slope of the calibration curve is
dependent upon the nature of the associated
component.

in Ta205

-
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0 10% NbOs

139



140 Chapter 13

13.1. Effects of the Matrix on Fluorescent Intensity

Effects of the matrix on the fluorescent intensity were investigated by
Hower (1959), Dwiggins and Dunning (1960), and Miiller (1964). If the
desired component is present in low concentrations, then the formula for
the fluorescent intensity is simplified. We designate the desired component
by A and summarize all associated components in the term “matrix.”
The fluorescent intensity of A is then

AA

Ny — q EAf Capa(l) No(A)dA , Oue1 (13.2)

sin ¢ Cafia(o) + Corfing ()
Ao
The contribution of a component to the absorption of x-ray radiation is
proportional to its concentration. As the concentration of A varies in the
range from 1072 to 1075, the contribution of A to the absorption, in
comparison to that of the matrix, may be neglected. The formula for the
fluorescent intensity is then simplified to

b (13.3)
A | #u(a }

o (o) = sin ¢ + sin
Only terms which are independent of the concentration of A and which
have a constant value for a given matrix M are in the integral. In case the
element A is in addition excited to fluorescence by the associated element
B of the matrix, then the following term has to be added to the above
equation to account for interelemental excitation (Chapter 7):

A
. q
i s

lo

" EsCsus(A) No(A) di
fi ()

L (13.4)

All terms in the integral have a constant value for a given matrix M.

In the following we limit our discussion to multicomponent mixtures
where the component A is not excited to fluorescence by interelemental
excitation. This is the case when analyzing for trace amounts of heavy
elements in light matrices (organic substances, petroleum, silicates, cement,
light-metal alloys), and for certain elements in ores and steel (e.g., Mo or
Nb in steel). When comparing the fluorescent intensity of element A in
matrix M1 to the intensity of the same amount of A in matrix M2, one
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obtains

No (2) d2
f {u (4 /Sln <P + (o) /sin p}an
(13.5)

NAMl

NA M2

No(4) dA
f{u /smtp+u()/sintp}m

The mass absorption coefficient u; of an element i is wavelength dependent.
It is given by the following empirical formula, where Z; is the atomic
number of the element i:

i (1) = const An Z;m

The mass absorption coefficient p,()) of the matrix M for wavelength A
is the weighted sum of the absorption coefficients of the individual elements
(C; = concentration of the element i; ZC; = 1):

un (1) = ZZ' Cius (A) = const A» z‘f’ CiZim

An analogous expression may be written for the value of uy(«).

Matrix M1 is composed of elements i of concentrations C; and the
matrix M2 of elements j of concentrations C;. The two expressions may then
be written:

s @ sm yp

{(3) [sin @ + () /sin p}ans = const( L ) 50 Zm

{4 (2) [sin @ + 1 (o) [sin p}ars = const( L ~—.°‘”—> 20z

sm @ s p

and

I

{u(2)/sin @ + p(a)/sin ylme = K- {u(2)/sin ¢ 4 u(a)/sin p}mn

with

j i
K =2X0;Zm / X CiZm

where K is dependent upon the composition of the respective matrices. If
this is substituted into the expression for the ratio of the fluorescent
intensities of element A in matrices M1 and M2 [equation (13.5)] then this
expression may be simplified and the integrals disappear
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Aa

/ pa(A) No(2) da
{n(2)

N /sin @ + p (o) /8in p}an
2 _ A = (13.6)

Na nen wa(d) No () dA
K {u(2)/sin ¢ + /z(oc) /sin p}an

The simplest method for determining the constant K is that of calculat-
ing the ratio of the mass absorption coefficient of matrix M2 to the mass
absorption coefficient of matrix M1 for a given wavelength A

u(A)mz _ const - An X CyZym
u(A)  const - Ar X CiZim

The ratio of the fluorescent intensity of element A in matrix M1 to the
intensity in matrix M2 is equal to the reciprocal ratio of the mass absorption
coefficients in the two matrices

Nam (A ar2 1
- Ny = _ 13.7
N4 me u (A or 4 = prop w(A)m ( )

Counts/sec Counts/sec
Intensity SnKg Intensity NbK
50001 " 200 ppM Zn 50001 1% Nb20s
4000 4 4000 g
. S o
N Q
3000 - 30007 & w =
2
2000 ; 2000 <
)
1000 1 10004 o/
. . . . . 1, I
0 02 04 06 up(1A)" 0 002 004 006 u(0714)"
Reciprocal mass Reciprocal mass
absorption coefficients absorption coefficients

Fig. 13.2. For elements present in minor amounts, the fluorescent intensity
is inversely proportional to the mass absorption coefficient of the matrix.
Left: Fluorescent intensity of 200 ppm Zn in solvents of different mass absorp-
tion coefficients. Right: Fluorescent intensity of 1% Nb3Os in a mixture
with different metal oxides. The fluorescent intensities of niobium are taken
from Figure 13.1.
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Table 13.1. Test of the Empirical Formula p(A)M,;/p(A))M, = Constant

Wavelength (A) 0.6 0.8 1.0 1.2 1.6 2.0 2.5

uAlcohol CoH;0H 0.59 1.09 1.93 3.17 717 13.7 26.3

uTalcum

Mg3Sig010(0H)s 2.11 4.70 8.92 15.1 34.7 66.1  125.3

1 Water Hz0 0.81 1.63 2.98 497 114 21.9 42.1

p Alcohol [uH20 0.73 0.67 0.65 0.64 0.63 0.63 0.63
uTalcum [uH20 2.61 2.88 2,99  .3.04 3.04 3.02 2.98
uAlcohol /¢ Talcum 0.28 0.23 0.22 0.21 0.21 0.21 0.21

The intensity of element A, when A is present only in trace amounts, is
inversely proportional to the mass absorption coefficient of the matrix.
This relation may be tested experimentally, for example, by dissolving
200 ppm of a heavy element in solvents of different mass absorption
coefficients, and plotting the resulting fluorescent intensities for a given
wavelength vs the reciprocal mass absorption coefficients of the solvents.
The intensity increases reversely with the mass absorption coefficients
(Figure 13.2). In this derivation, an empirical formula was used for the
dependence of the mass absorption coefficients on the wavelength A

1 (2) = const An X 0y Zm

For every wavelength, the ratio of the mass absorption coefficients of the
two matrices M1 and M2 is therefore constant

u(Mmz  const An X CyZym

,u().)Ml "~ const A 2 CiZm N

In order to test this equation, the mass absorption coefficients of alcoho],
talc, and water for various wavelengths are listed in Table 13.1 and the
ratios of the absorption coefficients for various wavelengths are calculated.
For wavelengths longer than 0.8 A, the ratios of the mass absorption
coefficients remain constant and satisfy the above equation. For wavelengths
shorter than 0.8 A, however, the ratios of the mass absorption coefficients
change with the wavelengths, because the scattered portion in comparison
to the atomic absorption cannot be neglected for the shorter wavelengths.
For elements which are largely excited to fluorescence by wavelengths
shorter than 0.8 A, the resulting fluorescent intensity is approximately
reversely proportional to the mass absorption coefficients of the matrix for
the weighted-average wavelength A

N4 N 1 (A) a2 (13.8)

Name w (A
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, Fig. 13.3. Graphical presentation of mass
20 Na ) absorption coefficients for the most
important rock- and mineral-forming
10 1 (6} 1 elements (Hower, 1959).

Qm

The particular wavelength A is usually found empirically by testing the
above relation for the best fit at several wavelengths. For elements bromine
(Z = 35) and niobium (Z = 41), the wavelength A = 0.71 A (MoK,) was
found to be most suitable. For the most important rock-forming elements,
Hower (1959) has shown the existence of a constant factor between the mass
absorption coeflicients of the individual elements. When plotted on a
logarithmic scale, the curves for the mass absorption coefficients plotted as a
function of the wavelength are parallel (Figure 13.3).

13.2. Quantitative Trace Element Determination

The derived relation provides for simple determination of the trace
element content, and a reference sample of known trace element composi-
tion is used for calibration. The matrix of the standard sample does not
have to be identical to the matrix of the sample which is to be analyzed.
For convenience, a standard sample which can easily be prepared, such as
an aqueous solution, is often chosen. The mass absorption coefficients for a
given wavelength may be calculated from the bulk chemical compositions
of the unknown and the standard sample, respectively.

The mass absorption coefficient is the weighted sum of the mass
absorption coefficients of the individual elements (Table 13.2)

2 Cipi ()
ph)=—%x
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For an unknown sample 1 and a standard sample 2 the concentration C; of
the desired element may be calculated according to the following formula:
N1 ()

N uad) O (13.9)

C1=

where C; and C, refer to the concentrations of the particular elements in the
unknown and the standard, respectively; N; and N, to the fluorescent
intensities of the particular elements in the unknown and the standard,
respectively; and ,(A) and f,(2) to the mass absorption coefficients of the
matrices of the unknown and the standard, respectively, for the same
wavelength. In Table 13.3, concentrations determined with this technique
are compared to chemically determined values.

13.3. Use of Diffusely Scattered X-Ray Radiation

The effect of the matrix on the fluorescent intensity may be com-
pensated for by making use of the diffusely scattered x-ray radiation
(background). Intensity of the diffusely scattered background also depends
upon the absorption coefficient of the matrix (Andermann and Kemp,
1958).

The scattering efficiency of diffusely scattered radiation per unit mass
¢ is composed of two portions, namely the coherently scattered and the
incoherently scattered radiation, respectively. The wavelength of the
incoherently scattered radiation is modified in the scattering process and
shifted slightly towards longer wavelengths (so-called Compton scattering)

g = (G)coh + (U)incoh (1310)

The total intensity U, of radiation which after scattering has the wavelength
A is composed of the radiation of the wavelength A (coherently scattered)
and the radiation of the wavelength (A — AA) (incoherently scattered) which
in the scattering process shifted by +AA. Analogous to the fluorescent
intensity, the absorption of the incident as well as of the emerging radiation

Table 13.2. Calculation of the Mass Absorption Coefficient (1 A)
of C,sH,;,N,0O.S

#(LA)

Weight % of the elements Proportion
Cyi5 57.3 1.40 = 80.22
Hjs 4.5 0.40 = 1.80
N4 17.8 2.21 = 39.34
O2 10.2 3.31 = 33.76
S 10.2 25.6 = 261.12

100%, 416.24 u (1 A) = 4.16
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Table 13.3. Comparison of Contents Determined by X-Ray and Chemical Techniques

Determined Determined
Sample x-ray fluorescence chemically
Fe determination in hydroxyphenanthroline; 1 497 4 50 503
u(1 A) of hydroxyphenanthroline =1.63; 2 192 + 20 215
standard solution of 200 ppm Fe in H;0.® 3 1043 4 100 1192
4 1090 4+ 110 1208
5 246 4~ 25 260
Cu determination in a dye; u(1 A) of the dye 1 480 + 50 500
= 1.68; standard solution of 0.5% Cu in 2 590 4 60 650
H:0.°
V determination in anthraquinone; u(1 A) of 1 998 + 100 1000
anthraquinone = 1.65; standard solution of 2 4550 4 450 5000
200 ppm V in H,0¢
Pb determination in Mg-stearate; u(l A) of 1 58+ 6 78

Mg-stearate = 1.92 standard solution of
200 ppm Pb in H,0.2

eu(l A) of H,O = 2.98.

has to be considered. The intensity of the scattered radiation is then

_ No (l) (0) coh
u(A)/sin @ + p(A) /sin
Ny (l—A l) (0) incoil
B (A—AR) [sin ¢ + u () /sin

U,

(13.11)

+

We simplify and assume Ng(A) & No(A — A)), except for wavelengths
close to the characteristic line of the tube; furthermore, () & (A — AX).
The intensity of the scattered radiation is then given as follows:

No (1) o
1 1
‘u(l)(sinq; + siny;)

The scattering efficiency per unit mass is approximately constant (¢ = 0.20
cm?/g). The intensity of the diffusely scattered background is proportional
to the intensity of the primary x-ray radiation N,(A) (which is a constant for
a fixed accelerating potential), and inversely proportional to the mass ab-
sorption coefficient of the scattering matrix (Figure 13.4).

U, ~ (13.12)
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We assume two matrices M1 and M2 with different mass absorption
coefficients, p(A),; and u(A)ye. The intensity ratio of the diffusely scattered
radiation is then given as follows:

Uisa  p(A)m2

~ (13.13)
Uinz  pA)m

The ratio of the fluorescent intensities for element A in the two matrices,
on the other hand, is given by equation (13.7):

_ B
u(A) a1

Nam

N4 mo

When using the intensity of the diffusely scattered background instead of
the mass absorption coefficients, the ratio of the fluorescent intensities of
element A in the two matrices is given as follows:

- U, or Na ~ N4
U;,MZ Ul M1 Uﬂ, M2

The ratio of fluorescent intensity to intensity of the background is constant
for a fixed concentration C4 and is independent of the matrix (Figure 13.5).

NAMl

13.14
N4 me2 (13.14)
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Fig. 13.4. Intensity of the diffusely scattered tube radiation as a function of
the mass absorption coefficients of the scattering matrices. The intensity is
approximately proportional to the reciprocal absorption coefficient.
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ZnKa + U
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x  OppmZn
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» 192 ppm Zn
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Fig. 13.5. Relation between fluorescent intensity and
intensity of the background radiation for specific
concentrations of zinc in Al,0;—CaCOj; mixtures.
Background was measured for a fixed reference
wavelength (Kalman and Heller, 1962).

The effect of the matrix on the fluorescent intensity may be compensated
for with the aid of the diffusely scattered tube radiation (background),
because the intensity of the fluorescence and of the incoherently scattered
background likewise depend upon the mass absorption coefficient of the
matrix. From the intensity of the scattered tube radiation, a factor for the
mass absorption coefficient of the matrix is obtained. A standard of known
trace-element content is used in the analysis, where the matrix composition
of the standard does not have to be identical to that of the sample. For the
purpose of correcting for the matrix effect, the diffusely scattered tube
radiation (background) is measured. For an unknown sample 1 and a
standard sample 2, the concentration C; of the desired element may be
calculated according to the following equation:

NAI U,12

O = — "
! NA2 U,11

Cs (13.15)
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where C; and C, are the concentrations of the particular elements in the
sample and standard; N,; and N,, are the fluorescent intensities of the
particular elements in the sample and standard; and U,; and U,, are the
intensities of the diffusely scattered tube radiations (background) for the
sample and standard, respectively.

Handley (1960) used the diffusely scattered background to compensate
for differences in matrix compositions in the determination of selenium in
plants, and Kalman and Heller (1962) analyzed rocks and soil samples for
heavy elements and used the intensity of the diffusely scattered background
to compensate for varying sample compositions. Cullen (1962) and
Strasheim and Wybenga (1964) investigated solutions and used the intensity
of the background to compensate for differences in the absorption efficiencies
of the solutions.

A more detailed consideration of diffuse scattering shows, however,
that coherent and incoherent scattering are not equally dependent upon the
matrix. Only the incoherently scattered portion of the background strictly
fulfills the derived relation. In order to explain this fact, scattering of
photons from a cloud of electrons consisting of Z individual electrons is
considered [Compton and Allison (1935), p. 136]. When designating the
phases of the waves scattered by the individual electrons as 3;, 85, . . ., 3,
the intensity of the resulting wave is given as follows:

I=1,[(cosd1+ *--+ cosdz)?+ (sin d1 + - - - + sin 82)?]

In this equation, I, is the scattering efficiency of an individual electron.
By rewriting and partial summation one obtains

zZz
I=1.[Z+ 22 m+ncos (0m—0n)]
11

The expression cos(3,, — 3,) describes the phase difference between the
waves scattered by the m and » electrons, respectively. Depending upon the
residence probability of the electrons, different values result. When taking
for the average value cos(3,, — 3,) = /2 we obtain

I=1,[Z+f (Z:—2)]

The term f'is the structure factor of the elecirons. The coherently scattered
portion has the intensity

Icoh = Iezzfz

The remainder of the scattered radiation corresponds to the incoherently
scattered portion. For this reason, the intensity is appropriately divided into
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two parts

I=1,[Z+f(22—2)] = L.2*f2 + I.Z (1—f?)
N e e’
coherent incoherent

In the scattering process, the intensity of the radiation scattered incoherently
by free electrons is reduced by the factor R [R = R(A, scattering angle)].
For incoherent scattering by bound electrons, the same intensity decrease is
assumed, and the intensity of the radiation scattered by an electron cloud is
obtained as follows:

I =IL.22f + I,ZR (1—f)

For a mass of ~2Zm, the scattering efficiency per unit mass is given as
follows:

Ig Ig

= 7 f2
¢ 2m/+2m

R(1-f?)

(0)con (U)inéoh

We find that only the scattering efficiency of the incoherently scattered
portion is independent of the matrix and of Z, while the scattering
efficiency of the coherently scattered portion has a certain dependence upon
the matrix (Z-dependence) (Figure 13.6).

For trace element analysis in rocks, Reynolds (1963) used coherent
scattering to compensate for the differences in sample compositions and to
determine indirectly the mass absorption coefficients of the matrices.

MoK

103 counts/sec

Fig. 13.6. Intensity of incoherently and
coherently scattered tube radiation as a
function of the mass absorption coefficients
of the scattering matrices; measured for the
Ky line of a molybdenum tube.

Coherent

Incoherent
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The matrix may be analyzed “indirectly”” by making use of the fact that
coherent and incoherent radiation depend, to a different degree, upon the
mass absorption coefficients and atomic numbers of the scattering matrices.
The ratio of coherently-to-incoherently scattered radiation varies as a
function of the composition. For the intensity ratio we obtain

N coh 2

(13.16)

Z
Nincoh B (1_f2)

A certain dependence of this ratio upon Z exists. Using this method,
Dwiggins (1961) determined the C/H-ratio of liquid hydrocarbons with
carbon contents between 84 to 939, and Toussaint and Vos (1964) used
this method for the analysis of solid hydrocarbons with carbon contents
ranging from 90 to 97 9. They measured the intensity of the coherently and
incoherently scattered portion of a characteristic line emitted by the tube,
such as (MoK,)co, and (MoK,)ncon and, with the aid of standard samples
determined the dependence of this ratio upon composition.
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Determination of Thin Film Thicknesses

In the analysis of a thin film the total amount of the element which is to be
analyzed is concentrated on the surface. The determination of the thickness,
therefore, involves measurement of the mass density per unit area (grams
per square centimeter). A calibration curve of fluorescent intensity vs mass
density is determined for quantitative analysis by using standard samples of
known mass density. The fluorescent intensity of an element in the case of
sufficiently thin films is proportional to the mass density and, hence, the
resulting calibration curves are straight lines. However, the calibration
curves become more shallow for larger mass densities and film thicknesses
and, at a certain film thickness, no change in the fluorescent intensity is
observed. This limiting value corresponds to the maximum sample thickness
which can be determined by x-ray fluorescence. Koh and Caugherty (1952)
experimentally determined these thicknesses for nickel, iron, and chromium
films and found values ranging from 0.003 to 0.004 cm (30 to 40 p) (Figure
14.1).

14.1. Determination of Mass Density

Let us consider the fluorescent intensity. A thin surface layer of height
h contains the element A in a concentration of C,; provided there is no
secondary excitation by the substrate, the resulting fluorescent intensity of
element A is given as follows:

Aa
. q pa(d) No(A)dd
Na sin @ Ea CAf Cafia(a) + Cpin (o)

4

- {t —exp [—ho (Cafia(a)+Crfir(x)]} (14.1)

Associated elements are designated as B and the average density of the
sample is designated as p. For thin films (i.e., small values of #4), the

152
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Fig. 14.1. Relative fluorescent intensity of nickel,
iron, and chromium films in comparison to the
fluorescent intensity of massive samples, plotted as a
function of film thickness (Koh and Caugherty,
1952).

exponential function can be developed to the second term in the sequence,
and the formula for the fluorescent intensity is simplified as follows:

Aa

EACAQkf,MA(l) No(4) dAd (14.2)

4o

sin @

The value

Caph = ma [g/cm?]

corresponds to the mass density per unit area and is designated as m.
If we compare the fluorescent intensity N, of a thin film with the intensity
N 4100 of a massive sample consisting of pure A,

e {u(4 /S')ln @+ ,“(“) [sin
we obtain
Aa
ma f,uA (A) No(A)di
NAIOO a

ua(d) No(4)dA (14.3)
&) /sin ¢ + & (o) /sin y}a
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The mass density m, is then given by

Ha(d) No(4)dA
{m(2) /sin @ + p (o) /sin p}a

Ny

- . 14.4
N 4100 (14.4)

f/m(l) No(A)dA

2

Using this formula, Weyl (1961) determined the mass densities and film
thicknesses of nickel and iron films, where the fluorescent intensities of
massive samples consisting of pure nickel and iron were used for calibration.
Weyl calculated the values of the two integrals from the mass absorption
coefficients and the spectral intensity distribution of the particular tungsten
tube employed in the experiments.

14.2. Semiquantitative Determination of Mass Density

By substituting for the integrands the value of the function at the
weighted-average wavelength, the expression for the mass density may be
further simplified

Ha (Z) NO (Z) (AA’—“)SO)
Na  {p(Q)/sin @ + p(x)/sin p}a (14.5)
N 4100 pa(A') No(2') (Aa— o)

ma =

The weighted-averages of the two integrals are,_however, not at exactly t_he
same wavelength so that A’ ~ A Therefore u(X') = p(d), No(X') = No(QA),
and according to Pluchery (1963)

g 4 1 (14.6)
Nawo  {u(A)/sin @ + u(x)/sin p}a

Although the value for the weighted-average wavelength in this expression is
unknown, its upper and lower limits may be given. The weighted-average
wavelength is shorter than the wavelength of the absorption edge of the
element that is to be excited and larger than the short-wavelength limit of
the continuum of the x-ray spectrum employed for excitation. In this
interval the mass absorption coefficient u(A) has a largest and a smallest
value, and the value of the expression

1
p (2)/sin @ + u (ax)/sin

is calculated for these two extreme values of u(}).
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The mass density of a thin film may therefore be determined semi-
quantitatively from the fluorescent intensity emitted by the film and by a
massive sample of the pure element. The accelerating potential of the x-ray
tube is chosen so that the particular short-wavelength limit A, is not too
far away from A,. The limits for the expression in the determination of the
mass density of thin copper films are calculated as follows (24-kV accelerat-
ing potential; ¢ = 67°; ¢ = 35°):

1

— - =(2—7.4)-10-3 g/cm?
w(A)/sin @ + p(e) /sin p}cu

For a molybdenum tube, a value of 4.2 x 1073 g/cm? is found experiment-
ally.

14.3. Determination of Thin Film Thicknesses via Absorption

The film thickness may also be determined on the basis of the absorp-
tion efficiency of the film, namely by measuring the intensity of the
fluorescent radiation emitted by the substrate: this intensity decreases with
increasing thickness of the thin film until a certain thickness is reached
where no fluorescence is measurable. Measurement of the film thickness
using absorption is common in routine production control of tinplate. Let us
consider the fluorescent intensity of the substrate. Element B of the sub-
strate is excited to fluorescence by radiation passing through the thin cover
film. Before reaching the substrate, the primary tube radiation of the
intensity N,(2) is decreased by absorption to the amount N(A). The spectral
distribution of the primary tube radiation changes, however, when the
radiation passes through the cover layer. This is due to the fact that
absorption of the long-wavelength radiation in the cover layer is stronger
than that of the shorter-wavelength radiation; hence, the substrate is
excited to fluorescence by the short-wavelength radiation. N(A) is

N (A) = No(A) exp [—ua(A) oh [ sin ¢] (14.7)

where A is the cover layer, 4 is its thickness, p is its density, and ¢ is the
average incident angle of the tube radiation. The fluorescent intensity,
which originates in the substrate and emerges towards the analyzing crystal,
is designated N,. The fluorescent intensity of the wavelength 8 is absorbed
to the amount Ny when passing through the cover layer. It is

Np = Njyexp [—ua(B)oh [sin y] (14.8)

7 . -
Np is given as follows:
An

A) No (A .
N%zﬁE’B'/‘%exp [—pa(R) phsin ¢] dA

4



156 Chapter 14

and, hence, we obtain for the fluorescent intensity Ny

121 /1) No(4)
B(p)

<exp [—ua4(A) pk / sin @] d/’t (14.9)

The fluorescent intensity of the substrate decreases exponentially with
increasing thickness of the cover layer (Figure 14.2). Measurement of the
film thickness by absorption is best carried out by use of comparative
standards of known mass density and film thickness.

The effect of surface roughness of the substrate on the analytical
results was investigated for the absorption technique by Cass and Kelly
(1963). They assume a rough surface to consist of rectangular cavities and
elevated areas, whereby both deviate from the average film thickness A
by the value AA. (This model is not limited to rough substrate surfaces but
is valid in general for cover films of irregular thicknesses. Furthermore, a
cover film may differentiate into areas of various thicknesses after the layer

Np = Egexp [—pa(B) oh /sin w]f

sin (4
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Fig. 14.2. Comparison of various methods for determina-
tion of thin film thicknesses. The mass density of a film
may be determined directly from its fluorescent intensity
(SnKax and SnLe) or from its absorption efficiency. In the
case of the absorption method, the magnitude of absorp-
tion by the cover layer of the fluorescent radiation emitted
by the substrate (FeKy) is measured. [Example: The
determination of tin in tinplate. Excitation by radioactive
americium-241, and measurement with a scintillation
counter (SnKu) and a flow proportional counter (Snle,
FeKy). (Cook, Mellish, and Payne, 1960).]
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Fig. 14.3. Calculation of the effects of irregular cover
film thicknesses on fluorescent intensity.
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has been deposited.) For simplicity, only absorption of the fluorescent
radiation emerging perpendicularly to the surface is considered (Figure 14.3).
The fluorescent intensity of the substrate covered by too thin a film is
given as follows:

Npg = Nyexp [—ua(f)o (h—A4R)] (14.10)

The intensity of the radiation emerging from an area covered by too thick
a cover film, on the other hand, is given as

N5 = Nyexp [—pa(B) o (h+Ah)] (14.11)

The total fluorescent intensity of the substrate for a rough surface is

Npy= Ny{exp[—ua(B)o (h—Ah)]+exp[—us(B) o (h+ AR} (14.12)

The total intensity emitted by a substrate with smooth surface and uniform
film thickness # is
Nps =2 N exp [—ua(B) oh] (14.13)

When introducing the term u = p,(B)p, the ratio of the two intensities is
calculated to be

Npi  exp[—u (h—Ah)]+ exp [—u (h+ Ah)] (14.14)

Npe 2exp [—uh]

Shortened by exp(— uh), we obtain for the intensity ratio

Np  expudh]+ e [—udh]

Now 3 = cosh (udh) =
2
— 14 (“;',") - (“i‘,")“ . (14.15)

When measuring the film thickness by absorption, the fluorescent
intensity of the substrate with irregular film thickness is larger than in the
case of uniform thickness, i.e., the method is relatively sensitive to irregular-
ities in the film thickness. Let us compare this to the sensitivity of the direct



158 Chapter 14

method. Applying the same model, the intensities from too thin and too
thick a cover film [equation (14.2)] are, respectively,

N4 =prop Cap (h—Ah) and Na = prop Cap (h+A4k) (14.16)
The intensity N4, of the radiation for irregular film thickness is
NA1=2PI'OP OAQh (1417)

and is equally as large as the fluorescent intensity N ,, of a uniformly thick
cover film. The method of direct measurement of the thickness is relatively
insensitive to irregularities in the film thickness.
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Determination of High Concentrations
with Calibration Curves

The fluorescent intensity of a component is, in a first approximation,
proportional to the concentration. The precise composition is determined
with the aid of standard samples. For mixtures consisting of two and three
components, the graphical method of determining the concentration is
commonly used. Calibration curves are obtained by measuring samples of
known composition for each component and by presenting graphically the
relationship between intensity and concentration. The effect of associated
components on the fluorescent intensity is evident from the fact that curves
instead of straight lines are obtained, where the calibration curves for one
and the same component may have different curvatures depending upon
the associated components. The calibration curve used for determining
niobium oxide in a mixture with tantalum oxide, for example, has a different
curvature than the calibration curve used for determining niobium oxide
in a mixture with titanium oxide (Figure 15.1). In order to balance as much
as possible the differences incurvature betweenindividual calibration points,
the regression coefficient may be calculated first and the corresponding
regression curve may then be plotted. The calibration curve for a two-com-
ponent mixture is given approximately by the following function (see

Counts/sec
600

Fig. 15.1. Calibration curves for the determina-
400 . tion of niobium oxide. The calibration curves
25 have different curvatures depending upon the
200 - 4 associated components. Niobium oxide in
] mixture with (1) titanium oxide, (2) zirconium
0 oxide, (3) iron oxide, and (4) tantalum oxide.

0 20 40 60 80 100 (Mitchell,1958.)
*le Nb,Og
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Chapter 12):
N4 B Ca
Naoo  Ca+ Cprag

where r 45 is the regression coefficient. The complete curve is determined by
one standard sample. The best value for the regression coefficient may be
found mathematically when several standards are available (Chapter 16).

Only one calibration curve exists for the determination of A in a
two-component mixture consisting of the two components A and B.
A multitude of calibration curves is obtained, however, for the determina-
tion of the content of A in a three-component mixture, ABC. The calibra-
tion curve for C-poor mixtures is located close to the calibration curve for
the two-component mixture AB. With increasing content of C, the curve
departs more and more from the calibration curve for AB until for C-rich
mixtures, it approaches the calibration curve for the two-component
mixture AC. Let us investigate more closely the shift of calibration curves
as a function of the amounts of the associated components. We first assume
the three-component mixture ABC to be a two-component mixture AB
where part of component B is replaced by a third component C, and where
either a fixed amount of B is replaced by C (for example, always 20 wt. %),
or where the replaced amount is always a certain fixed proportion of B
(for example, always 1/3 of B is replaced by C). Different groups of calibra-
tion curves result.

15.1. Curves for Constant Admixture of a Third Component

Based on our previous experience with the fluorescent intensity of
component A for a fixed concentration C,, let us now consider the change
in intensity when substituting part of the associated component B by
component C. For the fluorescent intensity of the component A in a
mixture AB or ABC, we write (Chapter 6):

Aa
q Capa(R) No(2) dA
Nap = — 15.1
4% T Sing "f Cafia(a) + Cofin(x) (5.
}'0
or
A ) No (%) dA
q Capa(d) No(4)
- E 15.2
Nasc sin @ Af Cafia(a) + C fis(a) + Cofic(x) (152)

4o

where Cj is the concentration of B after part of it was replaced by C. From

Ca+Cp=1 or Ca+Cp+Cc=1
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Fig. 15.2. The fluorescent intensity of
component A, for a fixed concentration
C, in a three-component mixture ABC
varies between the values N s to N,
depending upon the residual composition
of the sample. The relationship between
intensity and concentration is not given by
a line but by a field.

follows

¢y =Cp—Cc=1—0a—Cec (15.3)

C,, C;, and C. are the concentrations of the components ABC in the
three-component mixture; C, and Cp are the concentrations of the com-
ponents in a two-component mixture. The ratio of the two intensities is

approximately
Nas N Cafia(e) + (Ca—Cc) s () + Cojfic(x) .
Nasc — Cafia(ex) + Crjin(x) o

_ fic (@) — fin (@)
1 Cafia(e) + Crflin(a) Co (154)

In order to obtain the relative intensity change, the intensity ratio is written

Nz _ Nue -1 AN4 4 AN 4 2_...
NaBe Nag+ AN4 Nyg

B Nusg

We consider only the first two terms in the sequence and, for the relative
change in intensity, obtain approximately

AN, fin (@) — fic (@)

~ Co~ C 15.5
Na ™ Cafiale) + Cojis(a) ¢~ ProPOe (15.5)

When partially replacing one associated component by another, the
fluorescent intensity changes approximately proportionally to the magnitude
of the replacement. When determining experimental calibration curves for
measurement of A in a mixture (B 4+ C), where the mixture contains a fixed
amount of C [for example, calibration curve of A in (B 4+ 10 wt. %, C); Ain
(B +20wt.% C); A in (B + 30wt.% C),etc], linear interpolation is
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Fig. 15.3. Calibration curve for the determination of component A in a
three-component mixture ABC. Calibration curves for constant admixtures
of C. Linear interpolation between the individual curves is largely possible.
Plot on a log-log scale (/eft), and on a linear scale (right). (Niobium oxide
determination in a mixture of tantalum oxide and solid admixtures of
titanium oxide.)

possible to a large extent between the individual calibration curves. When
plotting these calibration curves on log-log paper (logarithm of intensity vs
logarithm of concentration), approximately parallel curves are obtained
which are separated by constant distances; linear interpolation is then
particularly simple. When plotting the resulting calibration curves on a
linear scale, however, fan-shaped groups of curves result (Figure 15.3).

15.2. Curves for Constant Mixing Ratios of Associated Components

Extension of a two-component mixture AB to a three-component
mixture ABC can be said to consist of replacement of a fixed proportion of
B by C, and a well-defined relationship exists between the concentration
Cp and C, of the two associated components. The fluorescent intensities
N4 and N 45 are expressed as previously [equations (15.1) and (15.2),
respectively]. After normalizing, we obtain equation (15.3):

02; = OB - OC
The mixing ratio of the associated components is defined as the ratio of the

concentration of component C to the concentration of the residual amount
of B

Co
Ch

Cc v
CB’—OC -—’U, CC=

" Cp =vCj%
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Again, we have to keep in mind that Cz and Cj, are the concentrations of B
in a two- and three-component mixture, respectively. We obtain for the
fluorescent intensity of A

Aa

Nape — Siq B Capa(l) No(4)dA
¢ Cafia(e) + OB[

Ao

s (@) +

1 v _
1+ 1+ e (oc)J
(15.6)

For the determination of the concentration of component A in a three-
component mixture ABC, a calibration curve similar to the one for the
determination of A in a two-component mixture is obtained. The two
associated components B and C can be thought to be replaced by a single
associated component whose mass absorption coefficient fgc(«) is equally
as large as that of the mixture (B + C):

() +

ﬂBc(a)=[1+v I:Uﬂcta)]

When comparing the fluorescent intensity of component A in a mixture
with (B + C) to the fluorescent intensity N,;,, of pure component A,
we obtain an approximate intensity ratio

Nage N 3 Cafia(e) (15.7)
Cafia(a) + Cp [ fiB(x) + fc (“)}

N g100

1
14+ 1+

Upon introducing the regression coefficients r,5; and r 4,

TAB = M and r4c = 'L_w(a)
-~ fa(a) fa (o)
we obtain
C
Na 4 (15.8)
N 4100 Cut O 1 rap 4+ v .,
A B 1 + v AB 1 + v AC

The regression coefficient of the new calibration curve for the determination
of A in a mixture with (B 4+ C) can easily be calculated from the regression
coefficients r,; and r . as follows:

_ 1 + v r v — Ce
raBc = 1+vTAB 1+o ac |, = C’}g

For numerical examples see Table 15.1.
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Table 15.1. Determination of Niobium Oxide in a Mixture
with Tantalum Oxide and Titanium Oxide. Numerical
example for the calculation of the regression coefficients
for several mixing ratios of titanium oxide-tantalum oxide
(see Figure 15.4).

Mixing ratio of
associated components

Calculation of
regression coefficients

TiOg pure experimental r = 0.49
TiOg/Tag05 = 3/1 3—9% r = 0.93
TiO2/Tas0s = 1/1 _&4—9—;—2126— r = 1.38
TiO2/Tag05 = 1/3 M r = 1.82
Tag05 pure experimental r = 2,26

A group of curves of type AB of different curvature is obtained for the
determination of component A in a mixture with (B + C) (Figure 15.4).
A particularly simple case is the determination of small amounts of A in a
mixture with (B + C). The calibration curves become straight lines for low
concentrations and the regression coefficients correspond to the slopes of
the straight lines (Figure 15.5).

15.3. Presentation in a Concentration Triangle

The chemical composition of a three-component mixture is determined
unequivocally by a point in a concentration triangle. Every point in
the concentration triangle that corresponds to three values for the
concentration is also representative for the corresponding three inténsities
N4, Ng, and N, of the components A, B, and C; these intensities also deter-
mine the point and, hence, the sample unequivocally. Curves of constant
fluorescent intensity may be plotted in a concentration triangle, such as
curves for 1000, 2000, 3000, . . . counts/sec. A network of intensity curves is
obtained when plotting the corresponding groups of curves for the three
fluorescent intensities, where linear interpolation is largely possible within
each sector of the network. In order to relate fluorescent intensity of a
sample to concentration, the point in the intensity network, whose inten-
sities correspond to the measured values, is determined and the correspond-
ing composition is given by the coordinates of the concentration triangle.
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Na

100

80 -
Fig. 15.4. Calibration curves for the determina-

tion of component A in a three-component
mixture ABC, and for constant mixing ratios of
the associated components B and C. Curves are
similar to the ones for two-component mixtures.
(Niobium oxide determination in mixture with
tantalum oxide-titanium oxide.)
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For construction of the intensity network, one appropriately starts
out with the calibration curves. Groups of calibration curves for constant
admixtures or for constant mixing ratios maybe used. When the calibration
curve for A in B differs little from the calibration curve of A in C, the
resulting curves of constant fluorescent intensity in the concentration
triangle are approximately straight lines. However, if this condition is not
fulfilled, slightly bent curves originate (Figure 15.6).

15.4. Correction for Effects of a Third Component by Correction

Factors
The effects of a third component on the fluorescent intensity may be

adjusted with the aid of correction factors. The three-component mixture
Na

AinB/C =1/2 Fig. 15.5. Construction of a calibration

curve for the determination of minor

amounts of A in a mixture with (B + C),

where the mixing ratio of associated

~ components is fixed. The distance between

AinB  the straight lines (A in B) and (A in C) is

divided by the calibration curve (A in B/C)

in reverse proportion to the mixing ratio

/ of the associated components (niobium

oxide determination in mixture with
tantalum oxide and titanium oxide).

AinC
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Fig. 15.6. Concentration triangle for samples of the three-component mixture
niobium oxide-tantalum oxide~titanium oxide; also plotted are curves of constant
fluorescent intensity of NbK«, TaLa, and TiKa. Every point in the concentration
triangle is determined unequivocally by the corresponding three fluorescent intensities.
The corresponding calibration curves for the two-component mixtures of niobium

oxide-tantalum oxide and niobium oxide-titanium oxide are presented on the
left and right, respectively (weakly dashed).

ABC is again considered as a two-component mixture AB with varying
admixtures of a third component C. Changes in the fluorescent intensity, due
to the substitution, may be eliminated mathematically with correction
factors and the composition may be obtained by relating the determination
to the curves of the two-component mixture AB. Successful application of
correction factors requires knowledge of the approximate magnitude
of admixture of the third component. Let us consider a mixture consisting
of three components ABC. With increasing substitution of B by C, the
fluorescent intensity of the component A departs more and more from the
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original intensity in the two-component mixture AB, and the correction
factors become larger. When applying the correction factors according to

Mitchell (1958)
NA in ABC (159)

Nain an
the intensity ratios are formed for every concentration of C, and the intensity
ratios are plotted as a function of the amount of C. These correction factors,
as a function of C, form hyperbolic curves (Figure 15.7). For the intensity
ratio in the equation given above we obtain

N aBc Cafia(x) + Crfin(a)
Nap = Cafia(a) + (Ca—Cc¢) n(a) + Ccjfic(a)

R

This expression is the equation of a hyperbola. In order to obtain the
corrected intensity, the measured intensity is divided by the correction
factor according to Mitchell.

The correction factor may better be defined as the ratio N 45/N 43¢, and
we obtain

Nar _ Cafial®) + (Ca—Co) fin (@) + Cofic (@)
Nape — Cafia(o) + Cgfin (o)

fic(a) — @ (x)
Cafia(x) + Cpfin(x) Cc (15.10)

|
-

AinC Ain B+ 75°%C
: NABC

44 Nag
in B +50°%C

A
AinB+25%C 31

1:0'/. inB  +25°%C +50°C +75°%C inC
Admixture of C

Fig. 15.7. Correction factors. Left: Calibration curves for the determination of
concentration of minor amounts of A in a mixture with (B + C), where fixed
amounts of C are added to the mixture. Right: Resulting correction factors accor-
ding to Mitchell as a function of the content of C; hyperbolic curve.
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Fig. 15.8. Straight-line correction factor. Left: Groups of calibration curves for the
determination of the concentration of small amounts of A in a mixture with (B + C),
where fixed amounts of C are added to the mixture. Right: Correction factor N 4z/
N.sc as a function of C. The correction factor changes proportionally to the amount
of C. Weakly dashed: Correction factor according to Mitchell.

This expression is the equation of a straight line (Figure 15.8). In the
particular case in question, the magnitude of the correction factor is linearly
dependent on the amount of admixed C. In order to obtain the corrected
intensity, the measured intensity is multiplied by this correction factor.
This definition of the correction factor has the advantage of including the
so-called additivity of the correction factors.

The correction factors of the type N,p/N,pc are additive. Let us
consider a four-component mixture ABCD where the effects of the
associated components C and D on the fluorescent intensity of A are to be
corrected in such a way that the determination of the concentration of A
again may be carried out on the basis of the calibration curve of a two-
component mixture AB. For the ratio of the fluorescent intensity of com-
ponent A in mixture with B to the intensity of component A in mixture
with {[B + C + D], we obtain

Nag Capia(x) + (€B—Cc—Cb) jain(x) + Cefic(a) + Cpjip ()

Napep — Cajia(a) + Cpjin(a)
- fic (o) — fis (o) fAp (o) — fip ()
=1 Cafia(@) + Onjin(2) c + Cafia(@) + Csjin (%) Cp  (15.11)

The effects of the associated components are subdivided into the effects of
the component C and the effects of the component D. The magnitude of the
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respective effects can easily be calculated from the concentrations C, and
Cp. Knowing the admixed amounts of C and D, we find for the correction

factor

Nas

== ~1+C¢Ec+ Cp&Ep
N aBcp ¢=c

where E. and E;, describe the effects of the particular third components.
As a result, the relative intensity change may be considered instead of the
intensity ratio

Napeo —Nap  fis(a) — fic (@) B (o) — fip (o) ch

Nasep  Cafia(@) + Opfn(@) ' Cafia(x) + Cofis ()
(15.12)

The relative intensity change is approximately proportional to the amount of
the admixed third component. The effect of a third component on the
intensity may also be corrected for by determining the relative intensity
change which would occur upon removal of the interfering third component.
The change in intensity, as a result of a change in the concentration of the
associated components, may be calculated approximately from the mass
absorption coefficients (Neff 195954; Laffolie 1962a). Instead of the com-
bined mass absorption coefficients (o) we only consider the mass absorption

NaB

N en———

A Nac
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80 1 /

AinC 0

60 - CA’GO/. CA<1./'
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40 1
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t t 0 Y T T T
0 20% 40% 60°% 80% 100% +0  +20% +40% +60°% +80°% 100°.C
NaB . 030 040 053 073 100 Admixture of C
Fig. 15.9. Calibration curves (left) and correction factors (right) for the determination

of component A in mixture with B and C, respectively. Correction factors for A-poor
mixtures are different than factors for A-rich mixtures.



170 Chapter 15
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coefficient for the emerging fluorescent radiation of wavelength « which
simplifies the expression for the relative intensity change as follows:

Nasc — Nus _ () — fc(e)
Nage Cafia(a) + Crjin(x)

us (&) — pc () Co e Ap(a)

N Capa(@) + Caps(@) ° pl(@)

Co~

where u(a) is the mass absorption coefficient for the fluorescent radiation of
element A. Laffolie corrected for the effects of small amounts of molyb-
denum on the fluorescent intensity of nickel in iron—nickel alloys according
to this procedure (Figure 15.10).

Determination of concentration with calibration curves is best done
in steps by first estimating the approximate composition of the matrix.
On this basis, the appropriate calibration curve or correction factor for the
determination of the first component may be chosen. Once first approxima-
tions are obtained for all components, the composition of the matrix, in a
second approximation, may be determined more accurately so that more
accurate calibration curves or correction factors may be chosen. For the
third (and possibly the last) approximation, the values of the improved
second approximation are used, etc.



Chapter 16

Determination of Concentration, Formu-
lated as a Linear System of Equations

Determination of concentration in three- and multicomponent mixtures is
complex because of interelement effects and is therefore best formulated
mathematically as a linear system of equations. In this way relationships
may be recognized more clearly. It is apparent that the determination of
concentration in a multicomponent mixture is equivalent to the solution of a
linear system of equations consisting of several equations with several
unknowns. This analogy illustrates why the determination of concentration
often can not be carried out directly but requires an appropriate technique
of sample preparation by which the determination of concentration as well
as the corresponding system of equations become solvable.

16.1. Derivation of the Linear System of Equations

The linear system of equations is derived with the aid of the regression
equation, where a unique equation is formulated for every component.
The system of equations, therefore, consists of as many equations as the
compound contains components. The concentrations of the individual
components are found by searching for such values and concentrations,
respectively, for which the total system of equations is fulfilled
simultaneously. Let us considerthefluorescent intensity N, of the component
A in a mixture with the associated components B, C, D, ... and compare
these intensities to the intensity N,;q, of the pure component A. The
concentrations of the individual components are C,, Cg, C, Cp, . . ., and
the combined mass absorption coefficients for the incident primary tube
radiation and the emerging fluorescent radiation of the component A are
Ra(x), fp(e), ge(@), fip(), etc. By introducing the values for N, and N 4;40,
the ratio of the two intensities for the case where component A is not

171
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excited to fluorescence by secondary excitation, is given as follows:

Ni——2 g, [ Capa(d) No(A) dA

sin ¢ J Cafia(a) + Crfin(a) + Cojfic(a) + Cpjin(a) + - - -
) (16.1)

Aa
Nawo = —1 g, [ #aA) No(d)dd (16.2)
sin @ fAa (OC)
A
N o

; 20442 - (16.3)

Nawoo Cafia(a) + Cpfis(x) + Cefic(x) + Cpjip (o) + - -

This approximation assumes that the fluorescent intensity in the mixture
and in the pure sample is largely produced by the same wavelength range
of the primary tube spectrum and, hence, the weighted-average wavelength
is the same in both cases. We obtain from this equation for the concentra-
tion C, of the component A

Ca= Na Cs /fB(“) + Ce¢ /20(“) +Chp /fD(“) + -] (16.4)
fia (o) fia(x) Aa(a)

The term outside the parentheses accounts for the dependence of the
concentration on the measured fluorescent intensity: the concentration
increases with increasing intensity. Terms in parentheses account for
interactions of the associated components and contain the concentration
of the associated component B multiplied by its “interaction coefficient’’
fg(®)/@(2); a term accounting for the interaction with the next associated
component then follows, and its concentration is multiplied by the “inter-
action coefficient” f(«)/fi 4(«). This continues to the last component whose
concentration is also multiplied by its interaction coefficient. The fluorescent
intensity is modified by the associated components, and the effect of an
associated component on the intensity of the radiation is proportional to its
concentration and interaction coefficient.

The concentration of a particular component may be calculated from
its fluorescent intensity, provided not only the individual interaction
coefficients but also the concentrations of the associated components are
known which, for the latter, is not normally the case. An equation analogous
to that for the concentration of component A, however, can be written for

component B

. (oA i) | oo feB) | o) Ao (B) ) (16.5)

iz (B) s (B) iz (B)
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Similar equations may also be written for the concentrations of all other
associated components

Co— Nc (OA Bay) oo () | o) An(y) | _,_)’etc_
) (16.6)

fic(y)

The concentration of a component may be determined from its fluorescent
intensity using one of these equations, provided the concentrations of the
other components are already known. This difficulty is not eliminated by
considering all equations simultaneously but the problem becomes mathe-
matically solvable. When rewriting every equation [transferring all terms
on one side and multiplying every equation by (N;4o — N)/N], the particular
system of equations for the determination of concentration in a four-

component mixture is as follows:

oM (B g (el ) g EnD )
o) o T ) o)
0{%—)%&( ng; )—00<N°1§3:&)+0D( ’;IC’ g; )=0
0A< Zg; )+03< nggg*)juoc( Z;fg; )_cp NDIE\.;:ND)ZO

(16.7)

We are dealing here with a homogeneous linear system of equations with »
equations and » unknowns, where the equations contain the measured
values N4, Ng, Ng, and Np, the experimentally determined interaction
coefficients (a;/z;), and the intensities of the pure components N,;qo,
Np1oos Ncioos and Npjoe; the desired concentrations are designated
C4, Cg, Cg, and Cp. The determination of the concentration in a multi-
component mixture consisting of # components is identical to the problem
of solving a system of equations with n equations and » unknowns. When
deriving the system of equations, it is assumed that the equation for the
concentration of component A is formally valid for the concentration of the
other components as well. In the derivation of the equation for A it was
assumed, however, that component A is not, in addition, excited to
fluorescence by the associated elements. This restriction may be made for
one component of the mixture but cannot arbitrarily be extended to
fluorescent intensities of all other components; in a multicomponent
system there are always certain components which are excited to fluorescence
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by other associated components. This uncertainty, however, may be reduced
in magnitude when substituting the so-called absorption excitation
coefficients according to Noakes (1954) and Birks (1959) (Chapter 7) in
place of the mass absorption coefficients, and when the secondary excitation
is formally treated as a ‘“‘negative absorption.”

16.2. Formulation According to Sherman

The linear system of equations for determination of the concentration
in a multicomponent mixture was apparently first presented in a paper by
Sherman (1954) and later adapted by Burnham, Hower, and Jones (1957)
and by Preis and Esenwein (1959). Sherman’s system of equations is as
follows:

(@11 —t) 1+ az1c2 + asics =0
a12¢1 + (@22 —t2) ca+ asaca =0
a13C1 + assce + (asz—t3) ca= 0

where ¢;, ¢,, and c¢; are the concentrations of the individual components,
and t,, t,, and t; are the counting times required to accumulate a pre-
determined number of counts for a particular fluorescent line. When
introducing the values T 4140, Tg100, @0d T¢;100 as the counting times for the
fluorescent lines of the pure components, and T4, T, and T as the counting
times for the fluorescent lines in a mixture, the first and, analogously, the
other lines in Sherman’s equation may be written as follows:

s (x) fc (a)

T —T T LT
A100 4 Cat| a2 4100 Cn+ | Fa® A100 Cc =0
N—— [ — |
a11 a21 asy

By dividing every line by the intensity T}y, of the pure component, introduc-
ing the intensity N in place of the counting time 7, and postulating

constant Tioo — T Nioo— N
T = ———— an =—
NA Tloo N

we obtain an equation of well-known form
N 4100-N i 7
o (NaoNa) o (Es@) g (Eel®) g o,
Ny fia () fia(a)

16.3. Formulation According to Beattie and Brissey

A different formulation for the system of equations may be found in
a paper by Beattie and Brissey (1954)
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(Ra—1) Wa+ Auv W + Ao We + =0
ApaWa —(Rb—l) We+ Ape We 4+ =0
AcuWa +AcbWb —(Rc_—.l) Wc+"‘=0

where A, is the quotient of the combined mass absorption coefficients for
the incident primary tube radiation and the emerging fluorescent radiation

My () |, (@

Aab:: s - 3
Maa sing siny),

and R, = I,/I,, corresponds to the quotient of the intensity of the pure
component to the intensity of the same component in a mixture. By
replacing the concentrations W,, W,, and W, in a mixture by C,, Cp, and
C¢, introducing the term j instead of M for the combined mass absorption
coefficients, and designating the intensities of the pure components and of
the mixture with N,,,, and N, respectively, we obtain the well-known
formulation

N . -
o A100 —1Yo4+ I‘fB(a) Cg + 'Ifc Cg+--+=0, etc.
Na fa(e) Ha

16.4. System of Equations According to Marti

Still another linear system of equations is presented in a paper by
Marti (1962)

Icr = ter (@erCort+ aniOni+ amoCOmo+ ave Cre+ -+ *)
Ini = int (BerCor+ BniCni+ fuoCmo+ freCre+ * * )
Ivo= tmo (VCrCCr+7N10Nl+7M00M0+7F90Fe+ <)

where I is the corrected intensity, i/ the measured intensity, and «, 8, and
y are the interaction coefficients of the elements for the particular fluorescent
intensity in question. The fluorescent intensity I corrected for the effects of
the associated elements, corresponds to the intensity that would result for
strict proportionality between concentration and intensity, C x Njg.
For the measured intensity we substitute N for i and designate the interaction
coefficients «, 8, and y with @;/jz;. The first and, analogously, the other lines
in the system of equations according to Marti may then be written as
follows:

C’c:Ncuoo:NCr[( /fcr )Cc;- +</fm> Cni+ ( 'u_Mo )CMo-l-(/fFe) CFe-l-"'],
Hcr Ucr Mcr Hcr

The concentration of the desired component appears in every line on both
sides of the equation. Both sides of the equation are divided by the value N
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and the concentration of the desired component on the right side of the
equation is combined. When taking the value of the interaction coefficient
of chromium on the fluorescent intensity of chromium (f@c,/fi,), that of
nickel on nickel (@y;/x), €tc. to be equal to 1, and with

{— N crioo L Ncrioo — Ner
NCr B NCr

we obtain for the first line

Nr —N UNi 7 7503
0:_( 01;\(; CI)CCrJr(/fN )CNHr(M_MO)CMﬁ-(/fF )C’Fe+---
Cr Ucr Ucr Hcr

The system of linear equations upon which Marti based his calculations is
identical to the one mentioned before. Since this system of equations is
applied to the analysis of steels, Marti arbitrarily assumes the interaction
coefficients of iron on the fluorescent intensity of all other elements, such as
chromium, nickel, and molybdenum, to be equal to 1:

/ZFe _ /ZFe - /ZFe =1
fcr Ani fAmo

These values, however, are neither equally large nor equal to one and,
hence, this method results in somewhat uncertain relationships.

16.5. Formulation According to Traill and Lachance
Traill and Lachance (1965) and Lachance and Traill (1966) formulate
the linear system of equations for a three-component system as follows:
Ca = R/l + Cpayp + Coryc)
Cp = Rp(1 + Chop,4 + Croge)
Cc = Rl + Cpacy + Cpocp)
where R, = I1,/1 4, etc.; I, is the fluorescent intensity of A4 in the mixture;
I 4 is the fluorescent intensity of the pure component 4; and «4g, oyc, - - -,
acp are constants describing the effects of associated components on the
respective fluorescent intensities.
After rearranging the equation by using familiar terms, the first line
may be written as follows:

N
_ CA A100
Ny
We add +1 to both sides of the equation (expressed as C, + Cz + C. on

the left side) and obtain:

+ Cgoyp + Cooye = —1

N
—CA( ]’:/‘°°~1) + Cylogg + 1) + Cologe + 1) =0

A

FaB Fac
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A simple relation exists between the constants o;; of Traill and Lachance
(1965) and the regression coefficients

rij = oy + 1

16.6. Determination of the Interaction Coefficients

Let us assume a multicomponent mixture to be divided into the
individual two-component mixtures (for example, the four-component
mixture ABCD may be divided into six two-component mixtures AB, AC,
AD, BC, BD, and CD). The effect of an associated component on the fluo-
rescent intensity occurs separately in every two-component mixture: the effect
of the associated component B on the fluorescent intensity of A in a two-
component mixture AB, for example, may be studied separately.
Analogously, the effect of the associated component C on the fluorescent .
intensity of A in a two-component mixture AC may also be studied
independently, etc. The first line in the system of equations for a two-
component mixture AB is therefore reduced as follows:

Naioo—Na 173:3¢3]
— O —— = +Cp|——|=0
A N, +Cn ( fia (@)
and we obtain for the interaction coefficient of component B for the
fluorescent intensity of A

/-Z'B(oc) _ Ca Naoo—Nsa  Ca  Naoo— Ny —r4p (16.8)
fa (o)

Cs N4 1—04 N4

The interaction coefficient is identical to the regression coefficient (Chapter
12) and, in the following considerations, the symbols of the regression
coefficient are used for the interaction coefficient. Thus, 7,5, ¥ 4¢, and r4p
are the interaction coefficients of the components B, C, and D for the
fluorescent intensity of component A; rg,, rgc, and rgp are the coefficients
of the components A, C, and D for the fluorescent intensity of component
B; rcas rop> @and rgp are the coefficients of the components A, B, and D for
the fluorescent intensity of component C; etc. The value of the coefficient
may be determined experimentally by using samples of known composition.
This method was employed by Beattie and Brissey (1954) for the analysis of
chromium-iron—nickel-molybdenum alloys. They determined the inter-
action coefficient experimentally for the individual two-component
mixtures (Table 16.1).

Another possibility of determining the interaction coefficients is that of
determining the best value via a compensation calculation. For this
purpose, several chemically well-analyzed standard samples are required of
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Table 16.1. Determination of the Interaction Coefficient for Chromium-Iron-Nickel-
Molybdenum Alloys (Beattie and Brissey, 1954).

Chemical composition of the two-component alloys utilized in the experiments

Associated component

Cr with 100 ¢ Cr 48.24% Fe 48.07% Ni 74.28% Mo
Fe with 50.83%, Cr 100 % Fe 51.53% Ni 65,33% Mo
Ni with 48.19%, Cr 46.659%, Fe 100 9% Ni 53.70% Mo
Mo with 23.53%, Cr 34.449% Fe 46.27% Ni 100 % Mo

Intensity ratio Njgo/N in the samples utilized in the experiments

Element emitting Associated component
fluorescence

Cr Fe Ni Mo
Cr 1.000 1.760 1.815 1.841
Fe 3.360 1.000 1.613 1.835
Ni 2.860 3.670 1.000 1.954
Mo 3.770 2.787 2.461 1.000

Influence factors (&i/gy) or 'y

Element emitting Associated component
fluorescence

Cr Fe Ni Mo
Cr 1.000 0.721 0.813 2.660
Fe 2.482 1.000 0.676 1.582
Ni 1.863 2.420 1.000 1.108
Mo 0.877 0.944 1.260 1.000

compositions similar to the multicomponent system whose fluorescent
intensities are to be measured. The interaction coefficients in the above-
described form are related to concentration and fluorescent intensities by
the standard samples. Let us first consider the equation for component A.
Since concentration and fluorescent intensities of the calibration curves are
experimentally determined numbers, they are subject to small errors so that
the regression equation is not strictly fulfilled and the error equation is
considered instead

N a100—N
—C’A< AI?\}A - )-i— Cpras + Cerac + Cprap = A4 (16.9)
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where A, is the deviation from the desired value 0 and results from
experimental error. Best values for individual interaction coefficients may
be found when the following requirements are made :

Z A% = minimum

i.e.,
0xAz 0 0X A2 0 0X A

=0 (16.10)

0Tan 0rac B 074D
For the value A2 we obtain
2
Na

02 Naoo—Na4 \2 2 2 2 2 2 2
=Ci\—Fx— + CBrap + Ocrac + Coprap +

N —N
A%= [—OA (~—ALA—)+ Cpras + Ccrac + Corap

N s100—Na.
N4

N —N ]
—A—l—ol:,—i) + Cprap+ Cprap| +
4 ]

N —N
4 Coran [_ 20, (L
Na

+ Cgras [— 2 C'A( )+ 0'07',40-I-01)7'ADJ +

+ Ccrac [— 2 OA(

) + Corap+ Ccrac (16.11)

Partial differentiation of r,p results in all terms not containing the factor
r4p going to 0, and the following equation remains :

2 Nawo—N
044 = 274508 + 205 | —Ca[-—5 22\ § Corac +Cpran| (16.12)
arAB NA

Analogously, partial differentiation for 8r 5 and 8r 4, results in all factors
not containing r,. and r,p, respectively, going to 0, and we eventually
obtain three equations for the determination of the three interaction
coeflicients r 45, 7 40, and r 4"

148 2 C5 + rac £ CpCc + rap X CsCp = ZOACB( Nm;ov——NA )
A
2
from_a_z_‘_‘di
TAB
2 Naoo—Na
742 CCe + rac X 0¢c + rap X CcCp = X C4Co N
4
0 A

from

Tac
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7482 CpCp+r4c Z CcCp+rap Z Cp = X CuCp (—NA—H}:,————&>
A
2
from£44_ (16.13)
TAD

The coefficients 7,5, r4c, and r,p may be calculated from these three
equations by use of determinants. Analogously, determination of the
coefficients for the fluorescent intensity of component B may be achieved by
minimizing the sum XA2 in the error equations for B. We again obtain
three equations which allow determination of the three interaction
coeflicients rg,, ¢, and rgp (see Appendix).

When limiting the determination of concentration in a multicomponent
system to major components only, the chemically-determined compositions
of the major components in the compensation calculation should not be
normalized to unity (or 100%). As indicated by difficulties experienced
by Burnham, Hower, and Jones (1957) in the calculation of chromium-
iron—nickel alloys, the compositions and fluorescent intensities of pure
components will have to be changed as well.

The best value for the regression coefficient for the special case of a
two-component mixture may be found according to the following formula,
provided several calibration standards are at hand for its determination:

D040y Hatoo = Na

(—Z_j-%) = rap = e Na (16.14)

where C,, Cg, and N, are the particular values for a standard sample. In the
case of very low concentrations of C, or Cg, experimental errors influence
strongly the calculation of r,5. Acceptable limits for the values of C, and
Cg are approximately 0.1 to 0.9 (10-90 9, respectively).
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Analysis of Multicomponent Mixtures
and Solutions for the Linear System
of Equations

Determination of concentration in a multicomponent mixture is mathe-
matically equivalent to the solution of a linear system of equations. The
n components of a mixture require » equations with » unknowns. Once
the concentrations are determined it is possible to solve the system of
equations. Since the mathematical solution of systems of equations with
four and more unknowns is timeconsuming without a computer, chemical
procedures are used instead of the direct mathematical solution. Chemical
procedures involve separation, dilution, admixture, etc. of the samples
for the purpose of arriving at a product in which the concentration can
easily be determined. We consider here only a few of the possibilities used
for the determination of the concentration. On the basis of the respective
systems of equations, we also demonstrate the nature of the particular
chemical reaction. It is apparent that the particular system of equations
also changes and becomes simpler along with the chemical reactions so
that its solution is easily possible. If, for example, a mixture is diluted by a
solvent it is possible to unequivocally explain the mathematical analog
of the dilution process.

17.1. Separation into Subsystems

One of the simplest means of determining the concentration of a
component in a multicomponent mixture involves chemical separation of
the mixture into subsystems. The number of interacting components in a
subsystem is smaller and, hence, the determination of the concentration
is simplified. Interfering and less-interesting components frequently can
be removed from the mixture. Choice of the particular separation method
depends upon the chemical composition of the particular mixture and is
strictly an analytical problem. Letusconsiderthe change of the linear system
of equations in a subsystem as the result of chemical separation, and let us

181
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also assume the original system of equations to contain n» unknowns and
n equations. Every line corresponds to one component and every line
contains an expression of the interaction of the desired component with
its associated components. Separation of a multicomponent mixture into
subsystems results in the concentration of the separated components in
every line becoming 0:

: Nao—N :
0= — CA('&—A)”}‘ Cprap: + Orac- - Oran
: Na s
Nso--N
OZOATBA—CB(—‘% B) :§+OTBC"' Orgn
i Ncioo— N :
O7ca + Orce §—~Oc<—ﬂu)+"'owrczv=0§
: Ne¢ :
: Nywo—N i
0rna + Orng §CNrNc"'~C'N(~M> =0
: Nw '

(17.1)

The original system of equations is then split into two or more independent
subsystems of lower degree making determination of the concentration
much simpler. One eventually obtains mixtures consisting only of two or
three components, allowing determination of the concentration with
calibration curves, correction factors, or simple systems of equations.

In the analysis of niobium- and tantalum-containing ore, such as
columbite and tantalite, and of niobium-tantalum compounds and
titanium alloys, Mitchell (1958-196Q) proceeded by first separating the
interfering elements, such as manganese, calcium, chromium, and silicon,
from the system. The composition of the remaining mixture, which con-
sists of niobium, tantalum, iron, and titanium, is then determined by
calibration curves and with the aid of correction factors. For analysis of
heat- and corrosion-resistant ferro-alloys and steels, Luke (1963a) separated
the desired elements molybdenum, tungsten, niobium, and tantalum from
the other elements and then determined the contents with the borax method.

17.2. Decomposition and Dilution

Another possibility of determining the concentration in a multi-
component mixture involves decomposition and dilution of the sample.
In the dilution method, the interaction between the individual components
is reduced by the solvent. The combined mass absorption coefficient z;
is replaced by a combined mass absorption coefficient consisting of the



Analysis of Mixtures and Solutions for Linear Equations 183

contribution by component i and the contribution by the diluent
s — [/Z; + (w—1) /,-LL] for all i
In this equation w is the factor of dilution of the sample. The term /i,
is replaced by the expression
s Pt (w—l)/_n and lim 2T (ug—l)p_u _1
A5 i+ (w—1)ar weoo fig + (w—1) L

For strong dilutions, i.e., large values of w, the regression coefficients
approach 1. The linear system of equations for the determination of the
concentrations of n components in the case of diluted mixtures is as follows:

Nawo—N
_0A<i%_d)+os + Ce et O ~0
A
N —N
Ca _CB(LB_)JFCC Oy ~0
Ns
N —N
Ca + Cs —-Cc(ﬂ- 0)"’+0N ~0
Ne
N —N
Ca + Cs + Ce ..._CN(_IPL,_N_)gO
Ny

Hence, the determination of the individual concentrations is very simple.
When normalizing the sums of all concentrations,

Ca+0Cp+0Cc+- -+ +Cy=1

we find, for example, for the concentration of component A

A100

Naioo—Na4 N4
—C4 (__N—A__)+ (1—C4)=~0 or Caz=~ I (17.3)

In diluted mixtures, the concentrations are nearly proportional to the
fluorescent intensity of the components and the resulting calibration
curves are straight lines. Solvents and fluxes, in which the sample is decom-
posed, are particularly well-suited for preparation of diluted mixtures.
Gunn (1957), however, has diluted powdered samples with a lithium
carbonate-starch mixture by a factor of 20 (by weight) and then success-
fully analyzed for elements with atomic numbers between Z = 20 (calcium)
and Z = 42 (molybdenum). Preparation of the solutions depends upon the
nature of the substance that is to be investigated, and decomposition is
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achieved, for example, by strong acids (HF, H,SO,, HCl, and HNOj) or
other solvents. Only clear solutions, however, which during radiation do
not cloud, flocculate, or form schlieren are suited for analysis. Measure-
ment in solution is described, for example, by the following authors:
Campbell and Carl (1954; 1956) and Hakkila and Waterbury (1960) for
the analysis of niobium and tantalum oxide and niobium-tantalum ores;
Friedlander and Goldblatt (1959) for steel analyses; and Hakkila, Hurley,
and Waterbury (1964) for the analysis of zirconium and molybdenum in
uranium carbides.

Borax Method

Preparation of borax melts for analysis of multicomponent mixtures
is described extensively by the following authors: Kemp, Hasler, and
Jones (1954) and Heinrich and McKinley (no date) for analysis of niobium-
tantalum alloys; Claisse (1957) for the analysis of ores (oxides and sulfides);
Blavier et al. (1960) for the analysis of alnico alloys; Bruch (1962) for the
analysis of ferro alloys; Robinson and Gertiser (1964) for the analysis of
raw materials used in cement production; and Wang (1962), Hooper
(1964), and Welday et al. (1964) for rock analysis. Samples are decom-
posed with borax (Na,B,0O,) or lithium borate (Li;B,0O), and an oxidizing
medium (BaO,, KClO;), an oxidation catalyst (MnO,), or a strongly
absorbing substance is occasionally added to the melt. The homogeneous
melt is then poured into a mold, cooled slowly, and the resulting pellet
is used in the analysis. Borax pellets are stable for several months, when
stored in desiccators (Bruch 1962), and do not show any noticeable change
even after 20 h of irradiation. Luke(1963b) describes a procedure to decom-
pose microgram amounts of substance in borax. In order to avoid too high
a dilution of the substance, Luke (1963b) uses only 2 g of borax for decom-
position, and the melt is flattened with a pistil immediately after it is poured.
Hooper and others propose to prepare a powder of the solidified melt after
cooling, thus making the pouring of pellets a less critical operation.

Preparation of Pellets

Kemp, Hasler, and Jones (1954). One part of the powdered substance
of a grain diameter less than 0.06 mm is mixed with 5 parts borax and 5 parts
lithium carbonate, melted in a graphite crucible, and annealed for 5 min
at 1000°C.

Heinrich and McKinley (no date). The substance (oxide) is ground and
homogenized; 0.77 grams of it are mixed well with 6.93 grams of water-
free borax in a platinum crucible, melted, and annealed for 10 min. The
melt is poured onto an aluminum plate which is held at a temperature of
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410 + 15°C, so that the borax pellet neither cracks nor sticks to the plate.
The pellet is slowly cooled until the hot plate reaches approximately
300°C; it is then further cooled on a warm substrate. After cooling, the
bottom side of the pellet is polished with SiC paper.

Claisse (1957). 100 milligrams of sample are mixed in a platinum
crucible with 10 g of molten borax, heated on a Meker burner while turning
the crucible occasionally, and then annealed for a few minutes. In the
meantime, an aluminum plate is heated on a hot plate to 450°C. Pouring
of the pellet is as follows: A ring at room temperature is placed on the
aluminum plate, and the melt is immediately poured into the ring. The
melt is then cooled for one to two min; the aluminum plate is removed
from the hot plate and the pellet is further cooled. The ring is then removed
from the pellet. The pellet has to be clear and of uniform color. If the ring
has been on the hot plate too long before the pellet is poured, then it will
stick to the ring. If the base plate is too hot during pouring, the pellet may
stick to it; if it is too cold, the bottom surface of the pellet may become
irregular. The hot pellet may crack when making contact with a cold object
or if cooled too quickly.

Bruch (1962). In a platinum crucible 2 g of bariumperoxide are
weighed and 0.2 g of the ferro alloy in question is added and carefully
mixed. The amount of the added bariumperoxide depends upon the
amount of oxygen required for oxidation. Its amount may be increased
to 2.5 or 3.0 g. A layer of 10 g of water-free borax, whose quality in regard
to water content has been carefully tested, is added to the mixture. The
crucible is positioned on the front rim of a muffle furnace whose tem-
perature is 1000°C and whose door is not completely closed. The reaction
begins after a few minutes and may be recognized by the occurrence of
bubbles on the surface of the now viscous borax melt. After formation of
bubbles has ceased, the melt is translucent. At this point incomplete
oxidation may be recognized by luminescent phenomena in the melt.
Ten minutes after starting the muffle furnace, the crucible is moved into
the hot zone of the furnace, where it remains for 15 min. Thereafter the
melt is turned in the crucible for 1 to 3 min over a Meker burner in order to
obtain sufficient mixing. Certain substances require an additional 15 to
30 min of decomposition time in the muffle furnace. It is often necessary
to place the crucible for an additional 3 min over a Meker burner and to
turn it frequently. Before pouring, the melt is again placed into the muffle
furnace for a period of 10 min and held at 950°C in order to obtain the
required temperature for pouring. A hot plate with a 5-mm-thick alu-
minum sheet and a 5-mm-thick asbestos plate is held at 300°C and placed.
next to the muffle furnace. A ring, made of steel containing approximately
139, chromium, is placed onto the aluminum sheet; the ring is 31 mm in
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diameter, 10 mm high, and 10 mm thick. The melt, having a temperature
of 950°C, is poured into the ring. After 5 min the ring with the solidified
melt is pushed onto the asbestos plate, and the ring is removed. After
another 3 min the asbestos plate is removed from the hot plate and is left
to cool to room temperature in a draft-free environment. Borax pellets
which are not clear and transparent indicate incomplete decomposition.
The flat side of the borax pellet is polished with corundum paper of grain
size 320 using water cooling, then rinsed with ethanol and dried on filter
paper.

Wang (1962). A procedure to decompose rock and soil samples with
lithium fluoride is described and directions are given for the preparation
and removal of the melt from the crucible; the pellet is pulverized before
analysis.

Welday, Baird, Mcintyre, and Madlem (1964). Various procedures for
sample preparation and decomposition of rocks are described and their
relative merits are compared; an extensive and detailed description is
given of decomposition of 2.8 g of rock sample with 5.2 g of lithium
boride (Li,B,O,).

17.3. Admixture of a Strongly Absorbing Substance

Interaction between the individual components may also be reduced
by adding to the sample a strongly absorbing substance, such as BaO,
BaSO,, La,0,, or K,S,0,. In this procedure, the absorption of the incident
primary tube radiation and of the emerging fluorescent radiation is largely
determined by the absorption coefficient of the admixed substance. Ad-
mixing of a strongly absorbing substance is frequently applied simul-
taneously with the dilution method. Analogous to the dilution method,
the quotients f,;/z; are nearly 1 and the system of equations is identical to
that for diluted mixtures [system of equations (17.2)]. Concentration is
proportional to fluorescent intensity, and calibration curves are straight
lines

Na Np N¢
= ) = ) I~ , . 17.4
Cae= N 4100 Cs N B100 Co Ncioo ete (17.4)

For the analysis of sulfide ore with the borax method, Claisse (1957)
recommends the addition of BaO, and BaSO, to the melt in order to reduce
the “matrix effect.” For the same reason, Luke (1963a) adds BaO to the
borax melt, while Rose, Adler, and Flanagan (1963) use LayOj;.

Addink et al. (1962) describe procedures to determine the lead content
of glasses. As this involves analysis of a heavy element in a light matrix, the
calibration curve is so strongly curved that for more than 25 wt9; Pb
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no significant increase in the fluorescent intensity occurs. In order to be
able to analyze higher contents and derive a straight-line calibration curve,
one part by weight of the lead-containing glass is mixed well with five parts
of copper powder. The fluorescent intensity of the lead now changes nearly
linearly with the lead content.

17.4. The Internal Standard Method

The effects of associated components on the fluorescent intensity
may also be determined experimentally with the aid of an internal standard.
The internal standard method is particularly well-suited when deter-
mination of only a few elements in a mixture is required, and when the
remaining elements can be neglected. An element, which is similarly
affected by the associated components as is the desired element, is chosen
as a standard, and a known amount of it is mixed with the sample. The
standard is designated S and the desired component A. All equations in the
linear system of equations which do not concern the determination of A are
not considered, and the equation for the standard element is added instead.
The system of equations which has to be solved now reads as follows:

N s100—N
—Cy4 (—~£91—(\)7A—A—)+ Cgrap + Ccrac -+ Onran + Csras =0

N —N
Carsa 4+ Cgrsg + Cersc -+ Cnrsy — Cs( Sl(;(\)7 s>= 0
S

Associated components

(17.5)

This is a system of equations consisting of 2 equations with » unknowns.
Certain prerequisites have to be fulfilled in order to make the system
of equations solvable. Mathematically, all pairs of coefficients have to
fulfill the following condition:

r r
4t _ "4 _ constant

rsi rsj

or in matrix formulation

(raBrac- -+ ran) =k (rsprsc: - rsn)

This relation is the critical condition for the internal standard method.
In order to fulfill this condition, attention has to be given to proper selec-
tion of the standard; the two fluorescent lines which have to be measured
must always be located on the same side of the absorption edge of the
various associated components (Figure 17.1). In this case, the effects of the
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associated components may be determined experimentally from the
equations of the standard [second line of equation (17.5)]; using the
critical condition we obtain

NSIOO - NS
S'—NS'

(Cerap+Ccrac+ -+ Cnran) = k<0 — CATSA>

and, hence, obtain for line 1 of equation (17.5)

_ Nsi00o—N
Ca <M~Z\IA—+ krsA>: Cs (k‘—su-i— TAS) (17.6)
N4 Ns

The expression krg, on the left side of the equation can formally be written
r44. This value corresponds to the effect of component A on its own fluo-
rescent intensity fi,/@,. Analogously to earlier considerations f,/g, may
be set equal to 1. The term r 45 on the right side of the expression is formally
equal to k (r,s = krgs and rgg = 1). With the two values krg, = 1, and
r,s = k, expression (17.6) is simplified and we obtain for the desired con-
centration Cy,

Na { kENswo \
— Os = = 17.7
Ca = Cs Ns( o (17.7)
R

constant

The concentration C, is proportional to the intensity ratio of the two
fluorescent lines, and the resulting calibration curve (intensity ratio vs
concentration) is a straight line. The values of the constants and the slopes
of the calibration curves can be determined experimentally with the aid of
standard samples. Experiments show that in some instances elements may

1 NNS 2 NNS 3 .NNS 4 f‘st
AS A|S

Fig. 17.1. Choice of internal standard. N, and Ny are the fluorescent lines of
the desired element and of the standard, respectively. Dashed lines illustrate
the absorption coefficient and a strong emission line of the associated com-
ponent, respectively. Undesjrable effects of the associated component are well-
compensated for by the standard [(1) and (3)]; examples given in (2) and (4)
illustrate improper choice of standard. For further discussion see text.
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be used as standards which do not completely fulfill the critical condition
but still yield useful analytical results. When working with highly diluted
mixtures, the values for the individual regression coefficients r approach 1
and, hence, the critical condition for the internal standard method is more
easily fulfilled.

Jones (1959), Burke et al. (1964), and Gunn (1965) modified the method
by dipping a solid standard into the liquid which is to be analyzed. The
solid body is dipped into the liquid (benzene and liquid hydrocarbons)
in such a way that only a very thin layer of liquid remains between the solid
body and the window of the sample container. If the distance between
the sample window and the solid body is small, then the ratio of the two
fluorescent intensities is nearly independent of the absorption efficiency
of the matrix. For choice of standard see Figure 17.1.

Case (1). The fluorescent lines of the standards and of the desired
element are both located on the short-wavelength side and near the absorp-
tion edge of an associated component; both lines are then strongly absorbed
by the associated component. The absolute fluorescent intensities vary
strongly with varying amounts of associated components, while the intensity
ratio of the two elements changes little.

Case (2). If the absorption edge of an associated component is located
between the two fluorescent lines, then only one of the two lines is strongly
absorbed by the associated component. The intensity of the short-wave-
length line is affected strongly by varying amounts of the associated com-
ponent, while the intensity of the long-wavelength line changes little.
Correspondingly, the intensity ratio of the two lines changes with the com-
position of the sample.

Case (3). When the absorption edges of the standard and the desired
component are of longer wavelength than a strong emission line of an
associated component, then both are excited to fluorescence by the
associated component. Although varying amounts of the associated com-
ponent cause change in the absolute intensities, the intensity ratio changes
little.

Case (4). When a strong emission line of an associated component is
located between the absorption edges of the two particular elements,
only the element with the long-wavelength absorption edge, in addition,
is excited by the associated component and its fluorescent intensity changes
with varying amounts of the associated component. The intensity of the
radiation emitted by the other element, however, changes little. The intensity
ratio of the two lines varies with the amount of the associated component.
Application of internal standards was discussed by Hevesy and Alexander
(1933) and later by Adler and Axelrod (1955a).
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Pish and Huffman (1955) determine thorium and germanium contents
in aqueous and organic solutions with strontium and bromine as internal
standards, thus compensating for varying contents of rare earths, phos-
phates, and heavy metals. Silverman, Houk, and Moudy (1960) determine
the uranium content of stainless steels using the method of internal stan-
dards, while Hakkila, Hurley, and Waterbury (1964) determine zirconium
and molybdenum contents of uranium carbide with this method. Campbell
and Carl (1956) and Mortimore, Romans, and Tews (1954) carried out
analyses of niobium- and tantalum-bearing ores with the aid of internal
standards. Selenium is used as an internal standard for the bromine deter-
mination in hydrocarbons by Kokotailo and Damon (1953). Dwiggins and
Dunning (1960) use internal standards in the analysis of petroleum in order
to compensate for the effects of sulfur and salt water on the fluorescent in-
tensities of vanadium, iron, and nickel. Louis (1964b) analyzes lubricants
for heavy-metal contents: internal standards are added to compensate
for the varying absorption efficiency of the matrix and relative errors are
held to within 1 to 39%,.

17.5. The External Standard Method

In the external standard method, a sample is compared to several
well-analyzed standards of similar composition. Unless the intensity
emitted by the sample is by chance equal to that of a standard (and, hence,
both samples are of the same composition), deviations in the composition
are calculated from small deviations in the recorded intensities. For these
calculations, it is assumed that small differences in fluorescent intensities,
for example, of various samples containing component A, are related to
small differences in the content of A and are not caused by associated
elements. This assumption is largely correct, since the matrix compositions
of the samples are approximately the same. The same assumption is made
for components B, C, D, etc. It is further desirable to have as simple a
relationship ‘as possible between the measured intensities and the concen-
trations. Relative intensities are therefore used instead of the directly
measured absolute fluorescent intensities

NA NB NC e
N 4100 Npoo  Ncioo

In analogy to the concentrations C,, Cg, Cg, etc., the relative fluorescent
intensities are also normalized to the sum of 1 or 100

N4 Ng N¢

1= k k k+-
N 4100 + N 100 + N ci00 +
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Table 17.1. Examples for the Choice of Internal Standards

Fluorescent Standard Literature®
line line
94.Pul, ThL, Meni1s; A.C. 35, 1049
YK, TurNLEY; Talanta 6, 189
92.UL, ThL, Meni1s; A.C. 35, 1049
SrK,, BrK, PisH; A.C. 27, 1875
YK, KenL; A.C. 28, 1350
90-ThL, TIL, AprLER; A.C. 27, 1002
SrK,, BrK, PisH; A.C. 27, 1875. NIEKERK; A.S. 15, 121
SeK Kinag; Science 122, 72
YK, HAxKi1LA ; Talanta 6, 46
82-PbL, BiL, BURKE; A.C. 36, 2404
74-WL, BrK, Facevr; A.C. 30, 1918
73-TaL, HfL,, WL, CampBELL; A.C. 26, 800. MORTIMORE; A.S. 8, 24
56-Bal, LaL, Lewis; A.C. 28, 1282. Burke; A.C. 36, 2404
MnK, Louis; Z.a.C. 201, 336
42-MoKjg NbKg Haxkxkra; A.C. 36, 2094
41-NbK, ZrK, MORTIMORE; A.S. 8, 24
MoK, CampBELL; A.C. 26, 800
40-ZrK, NbK, Haxkxkiva; A.C. 36, 2094
39-YK, ThL, HAxkki1LA ; Talanta 6, 46
38-SrK, RbK, Coruin; A.C. 38, 605. STONE; Analyst. 88, 56
35.BrK, SeK, Kokorairo; A.C. 25, 1185.
HERRMANN; Z.a.C. 181, 122
30-ZnK, BiL, Burke; A.C. 86, 2404
AsK, Lewis; A.C. 28, 1282
CuK, Louis; Z.a.C. 201, 336
BarTkIiEWICZ; A.C. 86, 833
29-CuK, PbL, Woop; A.C. 38, 1344
28-NiK, CoK, Dwigeins; A.C. 32, 1137
27-CoK, CuK, BarTrIiEWICZ; A.C. 86, 833
26-FeK CoK, Dwicains; A.C. 32, 1137
CuK, BarTkIiEWICZ; A.C. 36, 833
23-VK, CrK, Dwicains; A.C. 32, 1137
22-TiK, LaL, Lewis; A.C. 28, 1282
20-CaK, SnL, Louis; Z.a.C. 201, 336
SbL, BURkE; A.C. 36, 2404
17-CIK, SnL, Lovuis; Z.a.C. 201, 336
16-SK, MoLg Louis; Z.a.C. 201, 336
15-PK, ZnL, Lovuis; Z.a.C. 201, 336

°Key: A.C., 4nal. Chem.; A.S., Apél. Spectrosc.; Z.a.C., Z. analyt. Chemie.
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Table 17.2. Usefulness of Internal Standards in the Analysis of Lubricants (Louis, 19645).

Analysis Amount of substance, Internal Concentration of Recovery (% of

in wt. % standard associated elements, amount of substance)
in wt. % without with
internal standard
Zinc 0.1 Cu 0 100 100
+ 0.5% Ba 70 101
+ 0.5% Ca 83 101
+ 0.5% Cl1 87 100
+ 0.5% S 89 101
+ 0.5% P 90 101

In the method of external standards, one appropriately uses these relative
normalized values of N2

Ny
A N a100
Na=—x, L Ne  Ne
N s100 N 100 N c100
Ng
4 N 100
Np = N4y N3 N¢ T (17.8)

NAIOO + NBIOO + NClOO

When using the normalized relative intensities, the following first approxi-
mation is obtained
ANG =404 AN =ACs  AN&=4Cc --- (179

This equation indicates that the value of N® changes analogously to the
concentration; a change of 0.05in N2, for example, corresponds to a change
of 0.05 in the concentration. Ultimately, only one standard sample is re-
quired for quantitative analysis, and deviations in the relative normalized
intensities N® are equal to deviations in concentrations.

Standards of compositions close to those of the samples are used for
more accurate quantitative determinations in order to calculate the mag-
nitude of change in content or in the differential quotient AC/AN? corre-
sponding to a change in intensity. The content of the sample is again
determined by adjusting the concentrations in accordance to intensity
differences between standards and sample. A numerical example from the
four-component mixture Nb,O;—Ta,05;-WO;-Fe,O4 is listed in Table
17.3 (borax pellet with 200 mg of. substance per 9.8 g of borax; as a rule,
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Table 17.3. The External Standard Method. Intensities (counts/sec) and content
(wt. %) of standards and test sample No. 9.

Sample Cny NbK, Orpq Tal, Cw WL, Cre FeK,

1 100 57220

2 100 11550

3 100 12880

4 100 10500
5 40 17650 20 2560 20 2920 20 2050
6 20 8300 40 4850 20 2850 20 1990
7 20 8300 20 2480 40 5530 20 2020
8 20 8900 20 2420 20 2790 40 4110
9 ? 10670 ? 3080 ? 3490 ? 2530

Reduced and normalized intensities (counts/sec).and contents (wt'%;)

Sample CNb Nbvd GTa Ta4 CW w4 Cre Fed

40 32.4 20 23.3 20 23.9 20 20.4
20 15.0 40 43.3 20 22.4 20 19.4
20 14.9 20 21.8 40 43.8 20 19.5
20 15.7 20 21.6 20 22.3 40 40.5

? 19.2 ? 27.7 ? 28.2 ? 25,0

W WIS O

Differential quotient, 4C /A N4, of the individual standard samples

Samples ACNy/ANbA  ACrg/ATad ACw|AWA  ACpe/AFed

5—6 1.15 1.00 —_— —
5—17 1.14 —_ 1.00 —_—
5—8 1.20 — — 1.00
6—17 — 0.93 0.93 —
6—8 — 0.93 —_ 0.95
7—S8 — — 0.93 0.95
Averages 1.16 0.95 0.95 0.97

Intensity difference and calculated difference in contents between samples 5 and 9,
and determination of composition of the test sample 9

Samples ANbE ACnpy ATad4 ACpy, AWA  ACw  AFed  ACre
5—9 —13.2 + 4.4 + 4.3 + 4.6

— —15.3 — + 4.2 — + 4.1 — + 4.5
Content' 40 20, 20 20
Content 24.7 24.2 24.1 24.5
2 100 25.3 24.8 24.8 25.1
True composition 25.0 25.0 25.0 25.0

the standards should be closer to the composition of the sample). The
method of the external standard is particularly suited for analysis of
samples of very similar chemical composition, where at least one well-
analyzed standard is required.
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17.6. The Double Dilution Method

The double dilution method, which permits reliable and simple analysis
of complex mixtures, was proposed by Tertian (1968). The substance
which is to be analyzed is separated into two fractions having a 1 :2
concentration ratio, using either fluxes or solvents to achieve the dilution.
The relative fluorescent intensity of component A in the original mixture
before dilution is given as follows [equation (12.2)]:

Na C, 1 N C,
NAIOO CA + (1 - CA)r r 1 + CA(I - r)/r
Let us designate the fluorescent intensity of A in the original mixture by
N,; the concentrations in the two fractions by x and 2x, respectively;
and the corresponding intensities by N x and N 4ox. The relative fluorescent
intensities of A for the concentrations x and 2x, respectively, in the two
fractions may then be expressed analogously to the above relation (with

¢ = (1 = rjr):

Ny 1 X
Ez;xl+<px
NA2X—£>< 2x
Ny ro 1+ 2¢x

From these intensities, the so-called “corrected intensities” are calculated;
thus, self-absorption of the diluted substance and, hence, curvature in the
curve formed by a plot of intensity vs concentration, is eliminated. The
same relation between intensity and concentration exists for the corrected
intensities as was previously discussed for trace amounts: the corrected
intensity is proportional to the concentration, and the proportionality
factors are the same (corrected and measured intensities are identical for
trace amounts). The corrected intensities N xx and N 4oxx are then [equa-
tion (12.5)]:

Naxk _ (11,4_);) _1
Ny Nylorace T

M _ (Va) 1,
Ny Ny /trace T

The following equations relate corrected to measured intensities:
Naxg = Nax(l + ¢x)
Naoxx = Naax(l + 2¢x)
The value of ¢ may be taken from the measured fluorescent intensities
N A2X 2x 1 + PpXx

= X ——
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oLy 2= NaaslNx
2x  (N2x/Nax) — 1
Thus, the corrected intensity N 4,5 is given by the following simple relation:

Nasxx = ____Afi‘z_x_____
(N A2X/ N AX) -1
The corrected intensity N 4535 may easily be calculated from the ratio of
the measured fluorescent intensities N ,,x/N,x and, hence, we obtain the
intensity which is proportional to the concentration 2xC,

N oxx = const x 2xC,

The desired concentration C, of A in the original mixture is then given as
follows:

C4 = N oxk/(const x 2x)

The value of the proportionality factor may be obtained with the aid of
standards, while the term 2x is known from the preparation of the solutions.
Known amounts of A (either pure A or A-bearing components) are de-
composed with the same flux or solvent as is the sample, and two fractions
of concentration ratios 1:2 are prepared for which the corresponding

Table 17.4. Double Dilution Method. Yttrium oxide, yttrium oxide-molybdenum oxide,
and yttrium oxide-titanium oxide are decomposed in borax fluxes (Tertian, 19685).
(Intensities in 10* counts/min.)

Measured

Concentration intensities Nox/Nx Noxx Const/Y ;03
Y203 B — Constant
0.005 13.29 — — —
0.010 23.46 1.765 30.66 30.66
0.015 31.48 — — —
0.020 38.11 1.624 61.07 30.54
0.030 48.10 1.528 91.10 30.37
0.040 55.57 1.458 121.33 30.33

Average constant 30.48

10% Yan + 90% MoO; Yan
0.02 5.10 — — —
0.04 8.62 1.690 12.49 10.24 %,
0.08 13.15 1.526 25.00 10.25%

109% Y203 + 909; TiO, Y203
0.02 493 — — —
0.04 8.15 1.653 12.48 10.249%,

0.08 12.09 1.483 25.03 10.26%;
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corrected fluorescent intensity N, oxx is calculated. Thus, the proportion-
ality factor, which is a constant for a particular flux or solvent, may be
determined.

Any ratio may be chosen for the concentrations x instead of the 1:2
value in the example discussed here, and equally simple equations are
obtained for ratios such as 1:3, 1:4, etc.

N _ 2N 5%
3XK — a1 N N1
4sx (NA3X/NAX) - 1

3N

NA4XK . S
(Nasx/Nax) — 1
The determination of the proportionality factor is illustrated in the first
part of Table 17.4, and the determination of yttrium in mixture with

MoOg; and TiO,, respectively, in borax fluxes is explained in the second
and third parts of that table.

i

const x 3xCy,

const x 4xC,

17.7. Effects of Certain Minor Components

Occasionally, multicomponent mixtures consist of two or three major
and several minor components which occur in low concentrations. The
fluorescent intensities of major components are largely determined by
interactions with other major components. In order to simplify the deter-
mination of composition, the effect of minor components, in a first approxi-
mation, may be neglected. Let us assume a multicomponent mixture con-
sisting of n components, where A, B, and C are the major components.
The concentrations of the minor components D, E, ..., N in the linear
system of equations are said to be zero. Thus, the system of equations
may be divided into a system of equations for the major components and in
(n — 3) individual equations for the minor components, and one obtains

N —N
”CA( 22 A)+OB7‘AB + Cerac +0---=0
A
N —N

Carpa —OB<—%—B) + Cerae 4+0---=0

B
CATCA +OB7'CB —CC(ME:&>+0:O

N¢

(17.10)

and (n — 3) equations of the type

o0 — N s
Carja+ Cprjp + Cerje + 0+ - — Cj( Nﬂo;T—]—)—i—O----——O (17.11)
j

The determination of the concentration of major components is sim-
plified and may be carried out algebraically or with the aid of calibration



Analysis of Mixtures and Solutions for Linear Equations . 197

curves. The fluorescent intensity of minor components is largely determined
by interaction with the major components. For known concentrations of
major components, the concentration of minor components may be deter-
mined, for example, by constructing groups of calibration curves for vary-
ing mixing ratios [ABC]. This technique has successfully been applied to
the analysis of ores and refining products.

17.8. Semiquantitative Determination of Concentration

For semiquantitative determination of concentration, the bent cali-
bration curves are replaced by straight lines (Figure 17.2). The accuracy
of analysis depends upon the actual deviation of the calibration curve from
a straight line. The individual interaction coefficients in the linear system
of equations are arbitrarily set equal to one and the corresponding system
of equations is as follows:

N —N
_CA(__il_gg_—A)_*_OB +Cc"‘+0N —
N4
N N
Ca ”'CB( B100 B)+Cc‘ + Cn =
Np
N N
C4 + Cg + C¢ —CN( Nl;;) N) 0
N
(17.12)
The concentrations of the individual components are
N4 Ng N¢
C4 — Cy = Co = e 17.13
47 N0 27 "Npoo ° " Ncio ( )

In addition, one can estimate whether the true value is larger, equal, or
smaller than the value determined semiquantitatively. In this procedure,

Concentration Concentration
Semiquantitative

Fig. 17.2. Replacement of calibration curves by
straight lines in semiquantitative analysis.
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the magnitude of the interaction coefficients f,/g; or ry;, which are arbitrarily
set to be equal to one, is estimated. If the interaction coefficients g,;/j; in a
line are, on the average, larger than one, then the sum of the interaction
coefficients for the j-line may be written as follows:

20 (2> 0, where XCi=1—0
iFj 123 iFj ]

For the j-line we obtain

N —_
C, (“—"l‘;“N_’) ~1—0¢, (17.14)

The true concentration C; of component j is then
Ny

N j100

05> (17.15)

Table 17.5. Semiquantative Determination of Concentration of Rare Earths, Yttrium,
and Certain Other Elements in a Synthetic Powdered Mixture

Semiquantitatively Estimates of Relation of

True determined the value semiquantitative
Component  composition composition Ciuifpy value to effective value
CaO 3% — > 1 Semiquant < eff
Scg03 3% — >1 Semiquant < eff
SrO 3% 1.69, >1 Semiquant < eff
Y203 429, 27.89, >1 Semiquant < eff
NboOs 3% 1.6% >1 Semiquant < eff
BaO 3% 2.7% ~ 1 Semiquant ~ eff
CeO2 3% 3.7% ~ 1 Semiquant ~ eff
Nd203 3% 2.6% ~ 1 Semiquant % eff
SmgO3 3% 3.3% ~ 1 Semiquant ~ eff
Eup03 3% 3.1% ~ 1 Semiquant = eff
Gdg03 3% 3.59% ~ 1 Semiquant ¥ eff
Tby0, * 3% 3.29%, ~ 1 Semiquant = eff
Dy203 39%, 3.1% ~ 1 Semiquant ~ eff
Ho203 3% 3.09% ~ 1 Semiquant x eff
Erg03 3% 2.9% ~ 1 Semiquant = eff
TmgO3 3% 3.7% ~ 1 Semiquant & eff
YboO3 5% 5.5% ~ 1 Semiquant ~ eff
LugOg3 3% 4.39%, <1 Semiquant > eff
ThO9 5% 7.0% <1 Semiquant > eff

Sum 1009 82.6%

aSample preparation may cause relative errors of +59%;.
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The true concentration of this component is larger than the semiquanti-
tatively determined value. In the reverse case, where the interaction
coefficients @;/@i; in a line, on the average, are smaller than one, the true
concentration of the component is smaller than the semiquantitatively
determined value. For interaction coefficients in a line which on the average
are equal to one, the semiquantitatively determined content is approx-
imately equal to the true content. The interaction coeflicients @;/; also
determine the curvature of the calibration curve of fluorescent intensity
plotted vs concentration in a two-component mixture ji. By estimating its
value, it is possible to determine whether the calibration curve is located
above, below or on a 45° line (Chapter 12).

Such estimates were made for the analysis of rare earths in yttrium-
containing concentrates and the semiquantitatively determined contents
are compared to the true contents (Table 17.5). In this particular case,
analysis of a mixture containing 15 to 20 components was required, and
the ratio of semiquantitatively determined values to true values varied
between 0.5 to 1.4 for concentrations between 1 and 5 wt. %. Semiquanti-
tative analyses were made by Eichhoff, Beck,and Kiefer (1965) who decom-
posed samples in acids and diluted the solutions to 0.5%;. As a result of the
dilution nearly linear calibration curves that are independent of the
sample composition, are obtained. For quick determination of concen-
tration, the proportionality factors k between the concentration’C and the
intensity N in the equation C = kN are determined experimentally so that,
for the same apparatus and method of sample preparation, the content of
a sample can be calculated directly from the intensities. In order to avoid
chemical decomposition the same authors in another experiment ground
one milligram of substance with nine times as much sodium chloride,
suspended the powder in water, and filtered over filter paper. Interelement
effects in the relatively thin sample layer on a filter of 1000 to 2000 A thick-
ness are not very pronounced so that the semiquantitative approximation
is correct to a factor of 1/2 or 2. Witmer and Addink (1965) sprinkled the
substance onto a mylar foil and analyzed the substance which stuck to the
foil. As these are very thin layers, interelement effects are minimal and cali-
bration curves are straight lines. Thus, relative concentrations of the
individual elements can easily be calculated with the aid of the propor-
tionality factors k.

17.9. Direct Mathematical Solution

Mathematical solution of the linear system of equations leads directly
to the desired concentrations. The solution can be carried out manually as
long as the mixtures consist of only three or four components. For mixtures
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of five or more components and, correspondingly, five and more equations
and unknowns, computers have to be employed. In this chapter, the matrix
formulation is used for the linear system of equations because the coefficient
matrix, which is of importance to the solution of the linear system of equa-
tions, is clearly separated from the unknowns. For the purpose of brevity we
assume further

_ NIOO‘—N

*
N N

The linear system of equations in matrix formulation for a mixture consist-
ing of four components is as follows:

— N4 rap Tac Tap Ca 0
rea —NE  rec  TmD Cel (O
rca ree —NE  rep Cc) |\ O (17.16)
TDA rop Tpc — Nbp Cp 0

This is a linear homogeneous system of equations. In general, the solution
for this is trivial, namely C, = Cz = C, = C, = 0. Weknow, however,
that there exists another solution for which the determinant in the coefficient
matrix must be equal to zero (this condition can easily be checked provided
the four numbers N%, Ny, N7, and N} are known from the measurement of
their respective fluorescent intensities; if this condition is poorly fulfilled,
i.e., if the determinant deviates greatly from zero, then the calculated
contents contain errors because there are no values which fulfill the system
of equations. Similar difficulties are encountered when using calibration
curves and correction factors; however, these difficulties are then often
ignored). The four unknowns C,, Cg, C., and Cj, in this system of equations
are determined only to a constant factor. The value for this factor and,
hence, the individual concentrations may be found by using the normalizing
condition:

Ci+Cs+Cc+0Cp=1

Besides the four equations for the four unknowns, a fifth equation for the
normalizing condition has to be considered, and we are therefore dealing
with an inhomogeneous linear system of equations consisting of five
equations of fourth order with four unknowns. This system of equations
consists of four linearly independent equations, namely the normalizing
equation and three component equations; the fourth component equation is
simply the linear combination of the other equations.

In order to solve this system of equations, we subtract the normalizing
condition from every one of the four component equations of the original
system of equations and obtain the reduced system of equations (the familiar
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term N;o0/N is again used instead of N* — 1)

—Na100/N4 rap — 1 rac — 1 rap — 1 Cy -1
rga — 1 —Npi1oo/Ng  rpc — 1 rgp — 1 Cy -1
rea — 1 reg — 1 —Ncio0o/Ne rep — 1 Col=1-1
rpa — 1 rpg — 1 rpc — 1 — Np1oo/Np Cp -1

(17.17)

The individual concentrations are determined by stepwise substituting
according to Cramer’s rule, a column in the coefficient matrix by the
column vector of the right side of the equation and by calculating the
value of this determinant. The following determinant applies to the deter-
mination of the first concentration C:

-1 rag — 1 rac — 1 rap — 1
-1 —N /N, rge — 1 rgp — 1
D. = B100/4VB BC BD 17.18
! -1 reg — 1 —Nc100/Ne rep — 1 ( )
-1 rpg — 1 rpc — 1 —Np1oo/Np

The calculation is best done by developing the 4 x 4 determinant for the
first column or the column which originally was on the right side of the
system of equations (for the determinants, see Appendix). The concentra-
tion C, is equal to the quotient
C,=D,/D (17.19)

where D is the value of the determinant for the unsubstituted coefficient
matrix.

The determinant D, is calculated for the determination of the concen-
tration Cp

—Naioo/Na —1 rac — 1 rap — 1

rgs — 1 -1 rge — 1 rgp — 1
D, = BA BC BD 17‘20
2 rca — 1 —1  —Ncioo/Nc rep — 1 ( )

rpa — 1 -1 rpc — 1 —Np1oo/Np

The concentration Cy may then be calculated according to the equation:
Cyz = Dyo/D (17.21)
The third and fourth concentrations are determined by analogous

procedures.

Mathematical determination of the concentration in a four-component
mixture is possible with a slide rule or desk calculator by simply solving the
determinants of the |3 x 3| formate.

Beattie and Brissey (1954) have numerically written the system of
equations for the four-component mixture chromium-iron-nickel-
molybdenum and determined the concentration of the individual elements
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by direct mathematical solution of the equations. The interaction coefficients -
were first determined experimentally for the respective two-component mix-
tures (Table 16.1). For the particular x-ray fluorescence unit used by these
authors, the system of equations, with Cr, Fe, Ni, and Mo as symbols for
the concentrations of these elements, is written as follows:

- < Nenwo )Cr + 0.721 Fe + 0.813 Ni + 2.660 Mo = 0
Cr
2.482 Cr ‘( —NZ;“’”" -1 ) Fe + 0.676 Ni + 1.582 Mo = 0
Fe
Nxiio0 .
1.863 Cr -+ 2.420 Fe — - —1|Ni + 1.108 Mo = 0
Ni
. Nwmoroo
0.877 Cr + 0.944 Fe 4+ 1.260 Ni —( —>>~1 | Mo = 0
Mo
(17.22)

Table 17.6 compares calculated and chemically determined contents.
The validity of the system of equations has been tested in numerous
examples from the literature (Traill and Lachance, 1965; 1966).

The linear system of equations may also be solved with the aid of a
programmed computer or an analog calculator. Marti (1962) has designed
an analog calculator to calculate chromium, iron, nickel, and molybdenum
(cobalt-manganese) contents of steels. Measured fluorescent intensities are
read on potentiometers and the voltage corresponding to a certain concen-
tration is read on calibrated voltmeters.

17.10. Mathematical Determination of Concentration of a Single
Component in a Multicomponent Mixture

Occasionally, determination of the concentration of only one com-
ponent in a multicomponent system is required, while the concentrations of
the other elements in the mixture are of no interest. However, the con-
centrations of the associated components have to be known in order to
determine the concentration of a single component from its fluorescent
intensity. Although these concentrations are not normally known, the
intensities of the associated components may be used to solve this problem.
Let us consider the fluorescent intensity of component A in a mixture with
associated components B, C, D, etc. and compare it to the fluorescent
intensity of pure component A:

Na Cafia(a) (17.23)
Naoo = Cafia(e) + Crfis(a) + Cefic(e) - -+
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Ca q+ tNa Fig. 17.3. Concentration as a function of
fluorescent intensity, and replacement of the
calibration curve by a straight line so that in the

H area of interest the deviation between curve and

= straight line is at a minimum.

c
&

Na Variable

We obtain for the concentration of component A in a mixture

Ca =~ Na [OA('L.L-_A(OC))-F 03(;?3(0() >+ Cc (/?c(oc) )—i— . ] (17.24)
N 4100 fafo) fia{e) fa(ex)

The fluorescent intensities of the particular components are introduced on
the right side of the equation in place of the concentrations C4, Cg, Cg, etc.
The concentration is thought to be presented as a.function of the intensity,
where the fluorescent intensity and concentration are chosen as the variable
and the function, respectively (Fig. 17.3). Every value of the concentration
may be presented as a function of the corresponding intensity N. The values
of C,, Cg, C, etc. are expressed as

Ca=qa+raNa+ SAN‘%-I-tANi—}----
Cs=qs+rsNp+ seNZ+tsN§+ -+
Ce=gqc+rcNe+ ScNg—i-tcNg—i---- , etc. (17.25)

where the factors g, r, s, and ¢ have different values for every component.
All higher powers of N are neglected, resulting in replacement of the
calibration curve by a straight line (the latter, however, does not necessarily
pass through the origin)

Ci~ qi + riN¢ (substituted calibration curve) with ¢=4,B,C:--

The concentration C, is approximately expressed as follows (substitution
of the concentrations on the right side of the equation by the intensities):

i=N . i=

o N s (o) v (o) \ 17.26
Ca NAlOO[Z(ﬂA(a))q‘-l_ Z(ﬂA(a))ﬁNiJ ( )

1=4 1=4
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Table 17.6. Elemental Concentration in Steel Calculated by Direct
Mathematical Solution of the Linear System of Equations as
Compared to Chemically Determined Values (Beattie and Brissey,

1954).
Content in wt. J;
Sample Chemically Relative
number Calculated  determined deviation %
1 Cr 20.29 19.85 + 2.2
Fe  65.95 65.94 40
Ni 13.76 13.98 — 1.6
2 Cr 20.39 21.23 — 4.0
Fe 15.04 13.85 -+ 8.6
Ni 64.57 64.84 — 04
3 Cr 32.44 32.13 + 1.0
Fe 35.86 35.43 + 1.2
Ni 31.66 31.86 — 0.6
4 Cr 16.96 16.45 -+ 3.1
Fe 51.35 50.20 + 2.3
Ni 25.54 26.80 — 4.7
Mo 6.15 6.55 — 6.1
5 Cr 19.63 18.43 -+ 6.5
Fe 64.93 66.26 — 2.0
Ni 13.23 12.99 + 1.8
Mo 2.22 2.32 — 4.3

The first sum is a constant and, hence

i=N

1 i ()
; =constant = f
N 4100 Z(ﬂA(tx))q 0

t=A

The second sum is arranged in terms of the intensities of the individual
elements

i=N
1 i (o)
N;=kaN ks N ke N
NAlooZ(ﬂA(“))m i ANA+ kplNp+ KeNe +
i=4

The concentration C, of component A is therefore obtained as follows:
Ca~ Ny (bo+kaNa+ksNp+kcNe+ --+) (17.27)

Thus, in order to determine the concentration of component A it is only
necessary to know the fluorescent intensities of the associated components
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and not their concentrations. Using this procedure, Lucas-Tooth and
Price (1961) determined the copper content of copper—zinc-tin alloys,
where the values for kg, kcy, kzn, and kg, are determined with the aid of
calibration curves (Table 17.7).

Determination of k. For this purpose standards of kiiown contents
of the desired component A are required for which the fluorescent intensities
of all components have been measured. Best values for &£ may be found by
equalization calculation. We consider the relative deviation between the
chemically determined content C, and the content C}, calculated according
to the following formula:

Cs—Ca Ca

4= o =W, —ko—kaNs—ksNp—kcNe—--- (17.28)

It is required that the sum of all A% of the standards is a minimum or

8xA2

02 A2 02 A2
= *—a*];:B—— O; etc.

oke o
Thus, a linear system of equations is obtained from which the values for

k may be calculated. When designating the intensities for the components
by N,, Ny, N, etc. and the chemically determined content by C 4, the system

Table 17.7. Chemical Composition and Determination of Copper in Copper-Zinc-Tin
Alloys (Lucas-Tooth and Price, 1961).

Chemical composition Fluorescent intensity ~ Calculated copper content
% Cu % Zn % Sn N Nzn Ngsn % Cu  deviation
96.62 0 3.34 23.320 334 14.320 96.78 + 0.16
94.54 0 5.42 22.430 334 22.470 94.53 — 0.01
92.62 0 7.35 21.670 313 30.490 92.85 + 0.23
90.61 0 9.36 20.870 295 38.330 90.82 + 0.21

65.27 34.73 0 17.740 50.800 790 65.27 0
62.95 37.05 0 17.250 53.620 775 63.03 -+ 0.08
67.61 32.39 0 18.240 47.800 785 67.58 — 0.03
69.98 30.02 0 18.750 44.680 840 69.94 — 0.04
100.0 0 0 24.720 349 800 99.82 — 0.18
87.88 5.01 7.11 20,770 7.778 29.030 87.64 — 0.24
87.93 2.96 9.11 20.380 4.552 37.180 87.83 — 0.10
87.93 0.83 11.24 20.030 1.659 45,020 87.94 -+ 0.01
89.85 3.06 7.09 21.220 4.845 28.520 89.88 + 0.03
86.73 1.99 11.28 19.740 3.028 45.220 86.60 — 0.13

84.00 4.99 11.01 19.260 7.151 44.960 83.97 — 0.03
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of equations for the calculation of k,, k4, kg, k¢, etc. is as follows (sum-
mation over the values of all standards):

ZOVi = ko kD N ke 2Ns 4 ke DNe +oee

ZO“‘ = ko ZNA‘*‘]‘A ZNi + ks ZNANB+ICCZNAN0+"'

C
27,
g: Nc=koZNc+kAZNAN0+ICBZNBNC+ICCZN(2: de

2
(17.29)

The values for the unknowns may be found according to Cramer’s rule.

Np = ko ZNB+kA ZNANBHBZN%, +kaNBNc+-~-

i7.11. Appendix

Complete Formulas for the Determination of Regression Coefficients by
Equalization Calculation

Let us assume a system of equations consisting of four homogeneous
equations with four unknowns just as we did for the mathematical treat-
ment of quantitative x-ray fluorescence analysis

— CaNj + Cprap+ Ccrac + Cprap =0
Carpa — CgN§ + Cerge + Cprep = 0
Carca + Csrece — CeN§ + Cprep =0
Carpa+ Crrpp + CcNpc— Cp Ny = 0

N} are values which are obtained from the experimentally measured
fluorescent intensities, r;; are the regression coefficients, and the concentra-
tions C; are the variables. We set

Nii00— Ny

Np = =

where N;;00 and N, are the fluorescent intensities of the 1009 pure com-
ponent i and the component i in a mixture, respectively. The best values for
the regression coefficients r;; in this system of equations are to be deter-
mined first (this system of equations is later used to determine the concentra-
tion C;). Three coefficients have to be determined per line and, hence, at
least three standards are required. Better values for the coefficients, however,
may be obtained by using approximately two to three times as many
standards as are required as a minimum, and the best values for the
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regression coefficients r;; are found from all of these standards by a com-
pensation calculation. The following systems of equations are derived for
the determination of r;; by equalization calculation (X = sum over all
standards):

TAB, TAC, TAD!

rABZC’f; +7‘A020300+7‘A1)240500=ZOACBN:
TABZCBOC+7'ACZCE1 +7‘ADZCcCD=EOACcN;
TABECBCD—I—TAcZOcOD—l-TADZOg =X CaCpNY

TBA, YBC, TBD:

TBAZC‘% + rgc 2 C4Cc TBDZCACD=ZOAOBN§
r8a 2 CaCc + rpec X C% +rep X CcCp = X CsCc Ny
784 2 CaCp + r5c £ CcCp + r8p X C3 =2 CpCpN}

rca,TcB, Tep!

rca 2 C% +rc8 X CaCg+ rcp 2 CaCp = X CaCcN}
TCAZCAOB+TCBZC% +TCDZOBCD=ZCBCcN;
rCAZ'CACD+rCBZCBCD+rCDZ'C§ =ZCcCDN;§

DA, TDB, T'DC

7‘1),42031 +7‘DBZOACB+TDCZOACc=ZCAOI)N;
TDAZCACB—FTDBZOE +TDcZCBCc=ZCBCDNB
DA ZOAOC—FTDBZOBCc—i-TDCZCg =20001)N5

These are systems of equations, each of which consists of three equations
with three unknowns; the unknowns may be found, for example, according
to the rules of Cramer and Sarruss.

Determinants and Linear Systems of Equations
A determinant of second order is defined as follows:

aii aig
Q21 Q22

= Q11022 — 12021

The horizontal sequence is called a line, and the vertical sequence is referred
to as a column. The symbols a;;, @, 4, a3,, and ay, are the elements of the

determinant.
A determinant of third order is defined as follows:

aii ai2 413
Qaz1 Q22 A23
Qasi age a33

+ a11a22a33 + A12023031 + Q13021032
— @11 A23A32 — 12021433 — A13A22A31
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This may also be written

ai a1z ai3
- A22 A aiza aiza
@21 @22 Qo3 | = ayy | V2292 ggy |12 | ggy |M1213

31 Q32 33 a3z a33 a3z 433 Q22 A23
In the latter formulation the determinant after the first column is developed
into subdeterminants. The determinant may also be developed into sub-
determinants after the first line

a11 @12 a13
Q21 Q22 Q23
as1 as2 ass

Ao A aos1 @ az1 az2
ay |®2 02| __ o008,
asz as3 @31 A33 @31 A32

If

All three formulations are identical, as can easily be tested by completing
multiplication in the equations. In order to calculate a determinant of third
order numerically, Sarruss’ rule is applied as follows:

NN, N L e et
ai a12Va13 Ja11 a2 + @11 Q22 @33 — Q13 A22 A31
Q21 Q@28 Q237 a2 = 4 Q12 Q23 A31 — Q11 A23 A32
PR P ~
g3l @32” A337| A3l A32 + @13 a21 a3z — a12 Q21 A33
. - i NN '

.

The positive products are parallel to the main diagonal, a;; a5 as3, and the
negative products are parallel to the minor diagonal, a5 ay, a3;. Thus, six
products of three terms have to be formed.

Every determinant may be developed into subdeterminants after any
line or column. The subdeterminants are formed by assuming that the
respective line and column of the element for which the particular sub-
determinant is to be formed is eliminated, and the remaining elements are
grouped to form the subdeterminant. Thus, a determinant of fourth order
may be developed after the first column

aii ai ! s |
a21 l ct az1 I
asi asi |
o N, R e e’
D = auDun —aaDa + asDs —anDa

Four subdeterminants are obtained corresponding to the number of
elements per column. All that has to be carefully considered is that the
signs during development for subdeterminants alternate. The sign of an
element for which the subdeterminant is formed is, in general,

(—1)t+s

where i and j are the two indices of the element. The sign distribution for the
determinant of fourth order is as follows:
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+—+—
—+ —+
+—+—
—+ —+

If, for example, a determinant of fourth order is developed for the second
line, we obtain

|

| |

—a23—— } — a2

| |
| i

a21a22 Q23 Q24 a1 —’ —a22 , ’

I

D = — a21 Do; + ag2Dao — a23Dog + a24 Doy

Let us consider a linear system of equations of the form

X1a11 + X212 + 3013 + Tadia = My
T1a21 + Xaaee + L3023 + Tad2s
X1a31 + Teage + X3asz + Tadza = M3
T1@41 + X2Q42 + T3Aaz + T4Q44 = M4

i
3

X3, Xg, X3, and x, are the unknowns or independent variables, @, . . . , 44
are the coefficients or constants, and m,, m,, mg, and m, are the dependent
variables or the free terms. The system of equations is said to be homo-
geneous when all of the right sides of the equations are equal to zero, and
it is referred to as inhomogeneous when at least one of the right sides is
different from zero. An identical formulation for the linear system of
equations is the matrix formulation, where the coefficients appear separated
from the unknowns in every matrix:

11012013014 z1 m1
2122 X423 A24 X2 _ mea
a31 32 A33a34 x3 ms
@41 A42 A43 A44 X4 ma
N, e —— N’ g
Coefficient Variable Matrix or column
matrix matrix vector of the
right side

In order to find the first unknown x; we substitute the first column of the
coefficient matrix by the column vector of the right side and calculate
determinant D, of the substituted matrix (whose first line is |m; a,5 @15 a;4)).
Furthermore, we calculate determinant D of the unsubstituted original
coefficient matrix (whose first line is |a,, @, @,3 @,4|). The value of x, is then
found by formation of the quotients
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D, |m1ar2a13a14]
21 = B
D |a11 012013014

The second unknown x, is found by replacing the second column of the
coefficient matrix by the column vector of the right side and calculating
the determinant D, of the substituted matrix (whose first column is
|ay; my ay3 ay4]). The value for x, is again found by forming the quotient

! D, _ ldumlalsam’

X2 D

[au A12013Q14 I
For determination of the third unknown x; we replace the third column
of the coefficient matrix and form

Ds _ laudlz’rnlami
D Iaualzaladml

X3 =

and x, is determined analogously

D, _ ’du a12a13 mll
Xy = =
D [du 12013014 l

For the special case of a homogeneous linear system of equations, where all
right sides are equal to zero, the trivial solution x; = x; = x3 = x, = 0
is obtained. In general, there exist no other values of x; which would bring
the system of equations to equality other than the case where the determinant
D itself is equal to zero. Only in this case is it possible to find values for the
unknown which are different from zero. The unknowns, however, can only
be determined to a constant factor. In homogeneous linear systems of
equations consisting of # equations with » unknowns, only (= — 1) equations
are independent of each other while one equation is the linear combination
of one or of all other equations, and the coefficient matrix of the (n ~ 1)
independent equations is used for the determination of the unknown [in that
case the matrix consists of (n — 1) lines and n columns]. In order to
determine the first unknown, one assumes the first column of the remaining
coefficient matrix to be deleted and calculates the determinant from the
remaining (n — 1) x (n — 1) elements (whose first line is |@;5 ay35 . . . ay,|).
The unknown Xx; is proportional to this determinant

x1 =k |21 - - - a1

The second unknown is determined by assuming the second column of the
remaining coefficient matrix to be deleted and by calculating the deter-
minant from the remaining elements (whose first line is |a;; a;5 . . . ay,)).
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The unknown x is proportional to this determinant

xs =k |a11a13 s a1n[

Analogously, unknowns x; to x,, are determined. The proportionality factor
may have any value and the unknowns can only be determined to this
factor. Other special cases are not of importance for the problem of the
mathematical determination of the concentration.



Part Il

EXAMPLES OF APPLICATIONS
AND ABSTRACTS



Chapter 18

Analysis of Mixtures Which Are
Difficult to Separate Chemically

One of the major areas of application of the x-ray fluorescence method is
the analysis of mixtures which are difficult to separate chemically, par-
ticularly when determinations of concentrations in the range of 0.1 to
1009, are required. Chemical separation is often unnecessary because
spectra of the individual elements can clearly be differentiated. Coster and
Hevesy (1923) were the first to detect the element hafnium in zircon on the
basis of its emission spectrum. Today, it is easily possible to determine by
x-ray fluorescence analysis the presence and the ratios of zirconium to haf-
nium in minerals, ores, refining products, and industrial materials. Pow-
ders and solid materials may be analyzed directly, or solutions and borax
decompositions may be used. Internal standards are often applied to
compensate for the effects of varying amounts of associated compon-
ents. Owing to improved spectrometers with high-resolution crystals,
proportional or scintillation counters, and pulse-height discriminators,
it is now possible to resolve the undesirable overlap of the hafnium
L lines by second-order zirconium X lines. Likewise, the elements niobium
and tantalum can easily be determined in ores, minerals, refining products,
industrial materials, and ultrapure metals. These samples are either
analyzed directly, where detection limits may be as low as 10 to 20 ppm,
or the samples are decomposed in solvents with or without internal
standards. The same is true for the elements molybdenum and tungsten.
Rare earths are often associated with scandium and yttrium: x-ray
fluorescence analysis allows quick and simple identification of the individual
elements and quantitative analysis without previous chemical separation.
Other than analysis of lanthanides, the measurement of actinides is a
preferred area of application of the technique: thorium, uranium, neptunium
and plutonium can be determined without difficulty. Reference to selected
papers from the literature is made in the following sections.

215
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18.1. Zirconium-Hafnium
On the Missing Element of Atomic Number 72

D. Coster and G. Hevesy (University Institute for Theoretical Physics,
Copenhagen)

Nature 111, 79 (1923).

In this paper the discovery of element Z = 72 (hafnium) is described. The
x-ray spectrum is used by Coster and Hevesy for the detection of the
unknown element, where the wavelengths of the expected lines are predicted
accurately on the basis of Moseley’s work. They suspected the unknown
element of Z = 72 to be related to the element zirconium and not to belong
to the group of the rare earths. Detailed study of the x-ray spectra of
zirconium minerals indeed resulted in the discovery of the expected lines
of the L spectrum of hafnium. The wavelengths agree within 0.001 A with
the calculated values. The old name for Copenhagen, Hafnia, is suggested
for the new element.

Hafnium—Zirconium and Tantalum—Columbium Systems: Quantitative
Analysis by X-ray Fluorescence

L. S. Birks and E. J. Brooks (U.S. Naval Research Laboratory, Washington,
D.C)

Anal. Chem. 22, 1017 (1950).

In this paper, x-ray fluorescence analysis of minor amounts of hafnium in
zircon and of minor amounts of tantalum in niobium is discussed. The
intensity ratio of the second-order lines TaL; + NbKj to first-order NbK,,
are measured for the determination of tantalum, because at the time the
equipment was not sufficient to resolve the overlapping lines of first-order
TaL, and second-order NbKj. A similar procedure is used for the deter-
mination of hafnium and zirconium. Synthetic samples serve as standards.
The intensity ratio of the lines, HfLg, to second-order ZrKjy, may also be
used for the determination of hafnium. Another possibility for analysis is
to lower the excitation potential of the tube to 30 kV in order to limit as
much as possible excitation of the K series of zirconium. At that time (1950)
an accuracy of approximately 0.02 at.%; tantalum or 49 relative was
achieved for a content of 0.5 at. % Ta.

X-ray Spectroscopy as a Control Method in the Production of Zirconium and
Hafnium

D. M. Mortimore and P. A. Romans (Northwest Electrodevelopment
Laboratory, Bureau of Mines, Albany, Oregon)

J. Opt. Soc. Am. 42, 673 (1952).

X-ray fluorescence techniques are used to analyze mixtures of hafnium and
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zirconium. The oxides are ground to a fine powder, mixed with an equal
amount of starch, and then pressed into pellets. Known amounts of hafnium
and zirconium are dissolved in hydrofluoric acid, precipitated simulta-
neously, and converted into the oxides to serve as standards. The intensity
ratio of the HfLg; line to the second-order ZrKj line is measured for the
determination of hafnium, because the two lines partially overlap. For higher
hafnium contents the intensity ratio of the lines ZrK, to HfL;, is measured
and the zirconium content is determined. The method is used to analyze
amounts of about 0.59 hafnium in zircon, and 0.5% zirconium in
hafnium. The relative standard deviation for a hafnium content of 1 wt. %
is 3.8, and for a hafnium content of 40 wt. % it is 0.8 %/ relative.

The Separation and Fluorescent X-ray Spectrometric Determination of
Zirconium, Molybdenum, Ruthenium, Rhodium, and Palladium in Solution
in Uranium-Base Fission Alloys

J. O. Karttunen (Argonne National Laboratory, Argonne, Illinois)

Anal. Chem. 35, 1045 (1963).

An x-ray fluorescence method is developed to determine quantitatively the
elements Zr, Mo, Ru, Rh, and Pd in uranium-containing reactor fuels. In
order to largely eliminate interferring line overlap and absorption-excitation
effects, the samples are first dissolved in HF-containing aqua regia, and
palladium is precipitated with dimethyl glyoxim. Molybdenum and ruthen-
ium are then concentrated with ion-exchange columns, separated from
zirconium and rhodium, and fluorescent intensities are measured in the
respective fractions. Synthetic standard samples are used for calibration.
Accuracy of the method is determined by the reliability of the chemical
separation.

X-ray Fluorescence Spectrometric Determination of Zirconium and Molyb-
denum in the Presence of Uranium
E. A. Hakkila, R. G. Hurley, and G. R. Waterbury (University of Cali-
fornia, Los Alamos Scientific Laboratory, Los Alamos, New Mexico)
Anal. Chem. 36, 2094 (1964).
An x-ray fluorescence method is developed to determine, without previous
separation, zirconium and molybdenum in uranium-zirconium-molyb-
denum carbides. The carbides are dissolved in nitric and hydrofluoric acids
and niobium is added as internal standard. The intensity ratios of the lines
ZrK, to NbK,, and MoK, to NbK, are measured. Since the lines UL,z and
UL, overlap with the ZrK, and MoK lines, corrections have to be made
in the intensity ratios, the magnitude of which is a linear function of the
uranium content. This method of analysis is suitable for the determination
of 5 to 509, zirconium or molybdenum, and with a relative standard
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deviation of 1 to 2%. The effects of other associated elements on the
analytical results are investigated.

18.2. Niobium-Tantalum

X-ray Spectroscopic Determination of Columbium and Tantalum in Rare-
Earth Ores

D. M. Mortimore, P. A. Romans, and J. L. Tews (Northwest Electro-
development Laboratory, Albany, Oregon)

Appl. Spectroscopy 8, 24 (1954).

An x-ray fluorescence method for the determination of niobium and tan-
talum in monazite-rich ores is described and use is made of the internal
standard principle. The ores are first decomposed, known amounts of
zirconium and hafnium are added as internal standards, and the elements
Zr, Nb, Ta, and Hf are precipitated simultaneously as hydroxides. The
dried precipitate is then ground to a fine powder, mixed with 1 g of starch,
and pressed into pellets. Synthetic mixtures of Nb,O5 and Ta,Os, prepared
by the same procedure, are used for calibration. The effects of iron,
titanium, and molybdenum content are compensated for by internal
standards. Detection limits are 0.05% Nb and 0.29 Ta, and the relative
standard deviation is 5% or less, depending upon the concentration.

Quantitative Analysis of Niobium and Tantalum in Ores by Fluorescent
X-ray Spectroscopy

W. J. Campbell and H. F. Carl (Eastern Experiment Station, Bureau of
Mines, College Park, Maryland)

Anal. Chem. 26, 800 (1954).

An x-ray fluorescence method is developed to determine quickly and
accurately the concentration of niobium and tantalum in ores. Three
procedures are described. In the first method, the two oxides are chemically
separated from the other constituents of the ores; the concentrates are
analyzed for niobium and tantalum and the intensities of the NbK, and
TaL, lines are measured. In order to avoid the undesirable overlap of the
TaL, line by the second-order NbK, line, an excitation potential of only
19 kV is used and, hence, the NbK series is not excited. For amounts of
sample of less than 200 mg, the sample is mixed with starch in order to
obtain a larger amount of material. Synthetic reference samples serve
for calibration. In the second procedure, molybdenum or zirconium,
and hafnium or tungsten are added to the finely ground samples as internal
standards. Synthetic samples of approximately the same bulk composition
serve as standards. The third technique, which is particularly suited for the
analysis of niobium- and tantalum-poor ores, involves mixing a known
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amount of Nb,Oj to part of the sample, and the original Nb,O; and Ta,O4
contents are extrapolated from the change in the intensities. Many different
niobium and tantalum ores may be analyzed quantitatively with either
of these three procedures, and other elements such as Fe, Mb, Sn, and
Ti in columbite-tantalite or Nb in pyrochlore may be determined as well.

Fluorescent X-ray Spectrographic Determination of Tantalum in Commercial
Niobium Oxides

W. J. Campbell and H. F. Carl (Eastern Experiment Station, Bureau of
Mines, College Park, Maryland)
Anal. Chem. 28, 960 (1956).
An improved x-ray fluorescence method for the determination of tantalum
in niobium oxide is described. Mechanically mixed standard samples are
compared to chemically mixed samples; both methods of sample preparation
yield the same results with +29; relative. In order to determine the
tantalum content in so-called pure niobium oxides, zirconium oxide
samples containing known amounts of tantalum oxide are used to obtain a
calibration curve for the trace element region. In the case of chemical
mixtures of standard samples, particular care is taken to prevent separation
during simultaneous precipitation of niobium and tantalum. This is achieved
by, for example, soaking the niobium and tantalum containing solutions in
a cellulose powder, burning the cellulose, and then annealing the residue.
The effects of contaminations such as TiO,, SnO,, FeO, Na,SO,, and SiO,
are considered numerically by using correction factors. Relative accuracy of
analysis is + 59 in the range 0.5 to 109, Ta,0O5, and the lower limit of
detectability is around 0.03 %, Ta,Oj.

X-ray Spectrophotographic Determination of Tantalum, Niobium, Iron, and
Titanium Oxide Mixtures

B. J. Mitchell (Research and Development Analytical Laboratory, Electro-
Metallurgical Co., Division of Union Carbide Corp., Niagara Falls,
New York)

Anal. Chem. 30, 1894 (1958).

An x-ray fluorescence method for quantitative determination of tantalum,

niobium, iron, and titanium in columbite-tantalite ores, tantalum—niobium

metals, and titanium alloys is developed. Before analysis, these elements are

separated chemically by precipitation with cupferron from associated

components such as manganese, calcium, chromium, and silicon. The

composition in terms of wt.% of the tantalum-niobium-iron—titanium

mixture is determined using calibration curves, where interaction of elements

is mathematically compensated for by using correction factors. Content of
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Ta,05, Nb,Og, Fe,O3, and TiO, in the range of 10 to 1009, may be
determined to a relative accuracy of 1%, while in the range of 1 to 109, and
0.05 to 19, relative accuracies are 5 and 10 %, respectively. The developed
correction procedure, which involves mathematical compensation for effects
of a third component in a three-component mixture on the fluorescent
intensities of the two other components, may in principle be applied to any
three-component system.

X-ray Spectrographic Determination of Zirconium, Tungsten, Vanadium,
Iron, Titanium, Tantalum, and Niobium Oxides: Application of the Correc-
tion Factor Method

B. J. Mitchell (Research and Development Analytical Laboratory, Union
Carbide Metals Co., Division of Union Carbide Corp., Niagara Falls,
New York)

Anal. Chem. 32, 1652 (1960).

An x-ray fluorescence method is developed for simultaneous determination

of the elements Zr, W, V, Fe, Ti, Ta, and Nb in oxide mixtures. Solutions,

ores, and metals are analyzed, and the elements are precipitated simul-
taneously and transferred into oxide form. Metals and ores are first de-
composed, the oxide powders are ground to a fine mesh, and pressed into

a metal ring to form a pellet. Chemical as well as mechanical mixtures of

powders serve as standards. Determination of concentration is carried out

using calibration curves, and correction factors are used to compensate for
the effects of third and fourth components on fluorescent intensities of the
desired component. In principle, every mixture is treated as a two-component
system with interfering admixtures of third and fourth components. In

1959, approximately 10,000 element determinations were made with this

method.

X-ray Fluorescence Spectrographic Determination of Impurities and Alloying
Elements in Tantalum Container Materials

E. A. Hakkila and G. R. Waterbury (University of California, Los Alamos
Scientific Laboratory, Los Alamos, New Mexico)

Talanta 6, 46 (1960).

An x-ray fluorescence method is developed to determine the elements Mo,

Nb, Th, W, Y, and Zr which occur as contaminants in tantalum. The

samples are decomposed with hydrofluoric acid and the solutions are then

analyzed. The line to background ratio is measured for trace element

determinations of the elements Mo, Nb, and Zr and the standard deviations

are around 25 ppm. For the determination of tungsten in the range 0.5 to

10 wt. %, the intensity ratio of the WL, line to the diffusely and incoherently
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scattered WL, line of the tube is measured and the standard deviation for
the determination of tungsten is found to be + 0.07-0.09 wt.%, W. The
elements Th and Y are not soluble in hydrofluoric acid and are therefore
separated as a residue from the tantalum-containing solution, put in
solution with sulfuric acid, and then measured. Yttrium is added as an
internal standard for the thorium determination, and thorium serves as an
internal standard for the yttrium analysis. The relative standard deviations
are between 2 to 13 %,.

Quantitative Determination of Tantalum, Tungsten, Niobium, and Zirconium
in High-Temperature Alloys by X-ray Fluorescent Solution Method

M. L. Tomkins, G. A. Borun, and W. A. Fahlbusch (Sierra Metals Corp.,
Division of Martin Marietta Corp., Wheeling, Illinois)

Anal. Chem. 34, 1260 (1962).

An x-ray fluorescence method for the determination of the elements Ta, W,
Nb, and Zr in alloys is described. The samples are first dissolved and the
four elements are separated from associated elements by precipitation with
cupferron. The precipitate is then decomposed with potassium pyrosulfate,
the melt dissolved in diluted hydrofluoric acid, an organic complex-forming
compound added to the solution for the purpose of stabilization, and the
fluorescent intensities measured. Synthetic samples which are brought
into solution in the same way as the sample, serve as standards to com-
pensate for drift in the apparatus and inhomogeneities in the sample
composition. Relative fluorescent intensities are determined in relation to
the intensity of the diffusely scattered background. Relative standard
deviations of 29 may easily be achieved. The method is applicable to all
alloys in which these elements can be separated from the other associated
elements.

Rontgenspektrometrische Bestimmung von Tantal und Niob und einiger
Begleitelemente in tantalniobhaltigen Stoffen (X-ray Spectrometric
Determination of Tantalum, Niobium, and Several Associated Elements in
Tantalum—Niobium Containing Substances)

H. Rothmann, H. Schneider, J. Niebuhr, and C. Pothmann (Laboratorien
der Gesellschaft fiir Elektrometallurgie mbH., Zentrale Forschung,
Niirnberg, Germany)

Archiv Eisenhiittenwesen 33, 17 (1962).

Three procedures are described for x-ray spectrometric analysis of various

tantalum—niobium containing substances: (1) Analysis of tantalum and

niobium in hydrofluoric acid solutions, after separation from associated
elements; applicable to ores, slags, and alloys. (2) Analysis of niobium,
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tantalum, and their associated elements in acid-soluble ferro- and special
alloys, after the samples have been dissolved in hydrofluoric acid. And
(3) analysis of niobium, tantalum, and their associated elements in ores
after borax decomposition and addition of internal standards. In all three
cases, synthetic standards are used for calibration. Results obtained with
the three procedures are compared to chemically determined values.
Time required for analysis is considerably less than for chemical methods
of analysis, and reproducibility is good.

18.3. Molybdenum-Tungsten

Determination of Tungsten and Molybdenum by X-ray Emission Spectro-
graphy

J. E. Fagel, H. A. Liebhafsky, and P. D. Zemany (Research Laboratory,
General Electric Co., Schenectady, New York)

Anal. Chem. 30, 1918 (1958).

An x-ray fluorescence method for quantitative determination of tungsten

and molybdenum in alkali solutions and in powders is developed. Bromine

serves as internal standard for the tungsten determination and is added to

the solution. The intensity ratio MoK,/WL,, is measured in the case of

samples of known tungsten contents for the determination of molybdenum;

thus, the degree of contamination of pulverized tungsten ores and residues

by molybdenum is determined. Moreaccurate molybdenum values, however,

are obtained when measurements are carried out in solution.

18.4. Scandium-Yttrium-Rare Earths

X-ray Fluorescent Spectrometric Determinations of Yttrium in Rare Earth
Mixtures
R. H. Heidel and V. A. Fassel (Institute for Atomic Research and Depart-
ment of Chemistry, Iowa State College, Ames, lowa)
Anal. Chem. 30, 176 (1958).
Yttrium and rare earths have very similar chemical properties which make
impossible application of classical chemical methods of separation. An
x-ray fluorescence method is therefore developed to quantitatively determine
yttrium in the presence of rare earths. The oxides are dissolved in hydro-
chloric acid and strontium is added to the solution as an internal standard.
The solution is then dried and the residue dissolved in water. For the analy-
sis of ores the rare earths, yttrium, and thorium are first separated from the
other elements. Synthetic standards are used for calibration. Effects of
varying amounts of rare earths and thorium are compensated for by the
use of an internal standard. The relative standard deviation for a content
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of 509, Y is 0.74%,. The values are within + 2.8 % relative of data deter-
mined by optical emission spectroscopy.

X-ray Emission Spectrographic Analysis of High-Purity Rare Earth Oxides

F. W. Lytle and H. H. Heady (Rare and Precious Metals Experiment
Station, U.S. Bureau of Mines, Reno, Nevada)

Anal. Chem. 31, 809 (1959).

An x-ray fluorescence method is developed to determine quantitatively
minor amounts of rare earths in pure rare earth oxides. The oxides are
ground to a fine mesh and the fluorescent intensities of the desired elements
are measured. Pure oxides are used to determine accurately the intensity
of the background radiation, and the latter values are then subtracted
from the measured intensities. Chemically mixed samples serve as standards,
where the content of rare earth contaminants varies between 0.005 to 19,
Relative standard deviations range from 10 to 15%.

Determination of Lanthanum, Cerium, Praseodymium, and Neodymium as
Major Components by X-ray Emission Spectroscopy
D. R. Maneval and H. L. Lovell (Department of Mineral Preparation,
College of Mineral Industries, Pennsylvania State University, University
Park, Pennsylvania)
Anal. Chem. 32, 1289 (1960).
X-ray fluorescence methods are applied to quantitative analysis of the
elements Z = 57 (La), 58 (Ce), 59 (Pr), and 60 (Nd), which occur in one and
the same sample. The samples are ground, 0.1 g are decomposed with 10 g
of borax, and the melt is poured into a pellet. If necessary, interferring
elements such as Th, Hf, and Zr are chemically separated before borax
decomposition. Samples of known contents of the particular oxides, which
in addition contain silicon dioxide to bring the total weight to 0.1 g, serve as
standards and linear calibration curves result. Interaction with other rare
earths are, for the most part, negligible. Analysis of standard samples of
known composition indicate an average relative standard deviation of less
than 5%.

Fluorescent X-ray Spectrometric Determination of Scandium in Ores and
Related Materials

R. H. Heidel and V. A. Fassel (Institute for Atomic Research and Depart-
ment of Chemistry, Iowa State University, Ames, Iowa)

Anal. Chem. 33, 913 (1961).

An x-ray fluorescence method for direct quantitative determination of

scandium in minerals, ores, refining products, and mixtures of rare earths
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is developed. The samples are ground to a fine mesh and five parts are mixed
well with three parts V,05 as internal standard and three parts of SiC; the
intensity ratio of the lines ScK,/VK,, is measured. Experiments to decompose
the samples in borax do not indicate an improveraent in accuracy. The weak
overlap in the case of tantalum- and erbium-containing samples of the
second order of these lines with the ScK|, line is corrected for mathematically
by simultaneous measurement of the intensity of the ErLg, and TaL, lines.
The relative standard deviation of the intensity ratio in the range 509,
Sc,035 and 1.59 Sc,04 is 1.3 9 and 3.7 9, respectively. The x-ray fluores-
cence method is experimentally shown to be equal in accuracy to the optical
emission and the photometric titration methods.

Die Rontgenfluoreszenzanalyse seltener Erdmetall- Mangan-Legierungen
(X-ray Fluorescence Analysis of Rare Earth—Manganese Alloys)

H. R. Kirchmayr and D. Mach (Institut fiir Angewandte Physik, Technische
Hochschule, Vienna, Austria)

Z. Metallkunde §5, 247 (1964).

X-ray fluorescence methods for quantitative analysis of rare earth-manga-

nese alloys are developed. The method allows accurate analysis of even

smallest amounts of substance (1-20 mg) by decomposing the alloy in

nitric acid and direct measurement of the intensity of the fluorescent lines.

Calibration curves are straight lines. In the analysis of solid pressed powders

of alloys, contents of 10 ppm Mn in gadolinium and 60 ppm Gd in manga-

nese (3 o values) can still be detected. Accurate analyses in the concentration

range of 1 to 1009, are carried out in nitric acid.

18.5. Thorium-Uranium-Plutonium

Analysis of Uranium Solutions by X-ray Fluorescence
L. S. Birks and E. J. Brooks (U.S. Naval Research Laboratory, Washington,
D.C)

Anal. Chem. 23, 707 (1951).

This publication is part of a series of papers which deal with the application
of x-ray fluorescence to practical analysis. In the present case, it is shown
that with x-ray fluorescence techniques, contents of 0.05 g uranium per
liter may be detected in aqueous solution, and that the relative accurécy
for contents of 1 gU/liter is approximately 59,. Other elements have no
effect on the determination of uranium, except for the heavy elements
such as lead, provided their content exceeds 10 %, of the uranium content.
The study indicates that determination of minor amounts of uranium
is possible without knowledge of contaminants or necessity of their
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separation from uranium. The speed of the method makes it suitable for
use in continuous control of separation processes.

Determination of Thorium by Fluorescent X-ray Spectrometry
I. Adler and J. M. Axelrod (U.S. Geological Survey, Washington, D.C.)
Anal. Chem. 27, 1002 (1955).

An x-ray fluorescence method for quantitative determination of thorium
contents of rocks, minerals, and oresis described. The samples are ground to
fine mesh and 0.9 g of it are mixed well with 0.1 g thallium chloride as
internal standard as well as with 0.67 g of aluminum powder and 0.33 g of
silicon carbide. Pellets are pressed after mixing and a well-analyzed mona-
zite standard is used for calibration. The thorium content is then determined
mathematically by comparison of the intensity ratios in the sample to the
intensity ratio in the standard. Comparison with chemically determined
values indicates agreement within 10 9 relative for contents between 0.2 to
10 wt. 9 ThO,.

Quantitative Determination of Thorium and Uranium in Solutions by
Fluorescent X-ray Spectrometry

G. Pish and A. A. Huffman (Mound Laboratory, Monsanto Chemical Co.,
Miamisburg, Ohio)

Anal. Chem. 27, 1875 (1955).

A quick and accurate x-ray fluorescence method for quantitative determin-
ation of thorium and uranium in aqueous and organic solutions is developed.
No sample preparation other than admixture of an internal standard is
required. Strontium is used as an internal standard in the case of aqueous
solutions and bromine is added when organic solutions are analyzed.
Calibration curves are straight lines, and the effects of contaminants are
negligible in the concentration ranges studied. The accuracy of the method
is equal to that of chemical analysis, and an analysis may be carried out in
as little as one half hour.

Combined Radiometric and Fluorescent X-ray Spectrographic Method of
Analyzing for Uranium and Thorium

W. J. Campbell and H. F. Carl (Eastern Experiment Station, U.S. Bureau

of Mines, College Park, Maryland)

Anal. Chem. 27, 1884 (1955).

Radioactivity and x-ray fluorescence measurements are combined to deter-
mine the thorium and uranium contents of ores. The samples are ground to
a fine mesh and their radioactivities are determined. The intensity ratio of
ThL,/UL, lines are then measured and from it the weight ratio of thorium
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to uranium is calculated. As the relative radioactivity of the individual
elements is known, the content of thorium and uranium in the ore may be
calculated (2 equations with 2 unknowns). Analysis takes approximately
20 min, and the accuracy is about 109 relative for contents larger than
0.5 wt. %, and the detection limit is near 0.01 to 0.03 %;.

Quantitative Analysis for Thorium by X-ray Fluorescence

A. G.King and P. Dunton (U.S. Geological Survey, Denver Federal Center,
Colorado)

Science 122, 72 (1955).

An x-ray fluorescence method for quantitative determination of thorium in
rocks, minerals, and ores is proposed. The samples are ground to a fine
mesh and 40 mg of a mixture consisting of 90 %, Si and 109/ Se are added as
an internal standard to 2 g of the sample. Furthermore, 0.4 g of silicon
carbide are added to increase the grinding effectiveness. The powder is
ground for one half hour and then analyzed. For this purpose, the intensity
ratio of the ThL, and SeK; lines are determined. Synthetic samples of
known thorium contents serve as standards. The standard deviation for
ore analyses in the range of 0.4 to 0.8 9, Th is + 0.0026 %; Th.

Fluorescent X-ray Spectrographic Determination of Uranium in Waters and
Brines .

W. L. Kehl and R. G. Russel (Gulf Research & Development Co., Pitts-
burgh, Pennsylvania)

Anal. Chem. 28, 1350 (1956).

An x-ray fluorescence method is developed to determine uranium contents
of water and brine. For this purpose the uranium of the original solution is
first precipitated as a phosphate and the precipitate is then ashed. Yttrium
nitrate may be added to the solution before precipitation to serve as an
internal standard. Since small amounts of material are involved, the ash
must be analyzed in a specially designed sample container. As little as 0.01
mg of uranium may be detected corresponding to an original content of
0.01 ppm U provided, however, the sample does not contain large amounts
of strongly absorbing elements.

The Determination of Uranium in Solution by X-ray Spectrometry

H. M. Wilson and G. V. Wheeler (Phillips Petroleum Company, Atomic
Energy Division, Idaho Falls, Idaho)

Appl. Spectroscopy 11, 128 (1957).

A quick and accurate method for quantitative determination of uranium in
a nitric acid solution is presented. All solutions are diluted to the same
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concentrations and the fluorescent intensity of the UL, line is directly
measured. Synthetic standards serve for calibration and a uranium-free
sample is used to measure the background scattering. A molybdenum tube,
scintillation counter, and pulse-height discriminator are used. Comparison
of mass spectrometrically and x-ray fluorimetrically determined values
indicates 109 higher values for the x-ray technique. The effects of other
elements on the results are discussed.

Determination of Uranium Dioxide in Stainless Steel: X-ray Fluorescent
Spectrographic Solution Technique
L. Silverman, W. W. Houk, and L. Moudy (Atomics International,
Division of North American Aviation, Inc., Canoga Park, California)
Anal. Chem. 29, 1762 (1957).
An x-ray fluorescence method for quick quantitative determination of the
uranium content of uranium-steel bars used in nuclear reactors is described.
The samples are dissolved in aqua regia and a known amount of strontium
is added to the solution to serve as an internal standard, thus compensating
for the effects of varying amounts of iron, chromium, and nickel. The
intensity ratio of UL, to SrK, is measured, and synthetic mixtures prepared
from uranium dioxide and steel serve as standards. The standard deviation,
in the range of 15 to 25% UO,, is 0.5 to 1%, and the agreement with
chemical analyses is good.

X-ray Fluorescence Analysis of Plutonium

W. S. Turnley (The Dow Chemical Company, Rocky Flats Plant, Denver,
Colorado)

Talanta 6, 189 (1960).

An x-ray fluorescence method is developed to determine plutonium
quantitatively in solids, liquids, and plutonium-poor muds. Solid samples
are ground to a fine mesh and diluted by a mixture consisting of AI(OH);—
MgO. Yttrium is added as an internal standard, and in the case of liquid
samples, the internal standard is added without previous sample preparation.
The intensity ratio of the PulL, line to the YK, line is measured, and
synthetic samples serve as standards. The determination of concentration
ranges from 10 ppm to 100 9] Pu in the case of solids, and from 5 to 250 g
Puj/liter for liquids. The relative standard deviation in the analysis of solids
18 0.63 % ; for liquids it is 1.24 9, and for plutonium-poor muds with contents
of 10 to 1800 ppm it is approximately + 109. The method is nearly
unaffected by the presence of other elements and independent of isotope
ratios. '
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X-ray Spectrographic Determination of Thorium in Low Concentration
J. N. Van Niekerk, F. W. E. Sterlow, and F. T. Wybenga (National Physical
Research Laboratory, Council for Scientific and Industrial Research,
Pretoria, South Africa)
Appl. Spectroscopy 15, 121 (1961).
An x-ray fluorescence method is described for quick quantitative deter-
mination of low thorium contents. In the case of ore analyses, thorium is
first brought into solution, concentrated in a suitable ion exchange column,
and then the thorium content of the column is determined. Bromine is
used as an internal standard and added to the ion-exchange column in
order to compensate for the effects of varying amounts of iron on the
fluorescent intensity of thorium. Synthetic samples serve as standards. The
procedure is apparently particularly suitable for the analysis of thorium-
poor ores and for production control. The results agree well with chemically
determined values.

X-ray Spectrographic Determination of Thorium in Uranium Ore Concen-
trates
W. C. Stoecker and C. H. McBride (Uranium Division, Mallinckrodt,
Chemical Works, Saint Charles, Missouri)
Anal. Chem. 33, 1709 (1961).
An x-ray fluorescence method for quick and accurate determination of
thorium contents in uranium ore concentrates is described. The samples
are ground to a fine mesh, the intensity ratio of the ThL, to the UL, line is
measured, and the relative weight ratio of thorium to uranium in the ore is
determined. The absolute thorium content may also be determined,
provided the uranium content is known. An internal standard of uranium
may be used to compensate for the varying composition of the ore concen-
trate. The strong UL, line overlaps in part the weak ThL, line and, hence,
mathematical correction of the intensity of the thorium line is necessary.
The results agree well with chemically determined values.

Dosage précis et rapide de I’ uranium dans ses composés par fluorescence
X-Application aux carbures d’uranium (Accurate and Rapid Uranium
Determination in Uranium Fuels by X-ray Fluorescence Techniques)

R. Tertian, F. Gallin, and R. Geninasca (Cie Péchiney, Centre de Recherches
d’Aubervilliers, France)

Rev. univers. Mines [9] 17, 298 (1961).

An x-ray fluorescence method for the determination of uranium in uranium

fuels is described. The samples are ground to a fine mesh and 100 mg of

substance are mixed and decomposed with 9 g of borax and 1 g of BaO,,
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the latter of which serves as an oxidation medium. The borax melt is poured
to form a pellet. Synthetic samples serve as standards, and nearly linear
calibration curves are obtained as a result of the strong dilution of the sample.
Uranium determination is possible with a relative error of + 0.29, U. The
method appears to be suitable as well for the uranium determination in
other substances.

X-ray Emission Analysis of Plutonium and Uranium Compound Mixtures

O. Menis, E. K. Halteman, and E. E. Garcia (Advanced Materials Center,
Nuclear Materials and Equipment Corp., Apollo, Pennsylvania)

Anal. Chem. 35, 1049 (1963).

A time saving and reliable x-ray fluorescence method is developed for
quantitative determination of plutonium and uranium in reactor fuels. The
samples are ground to a fine mesh and decomposed with 10 g of potassium
pyrosulfate. The melt is poured into a pellet, cooled slowly, or ground and
again pressed into a pellet. In case of samples of simple compositions, the
intensity ratio of lines PuL, to UL, is measured. For samples which contain
a third component, thorium is added before decomposition to serve as an
internal standard, and the intensity ratios of lines PuL,/ThL, and UL,/ThL,
are then measured. Synthetic samples are used as standards. The analytical
range is from 0.5 to 259, PuO,, and 75t0 99.5%, UO,. The relative standard
deviation for samples of simple composition is less than 0.4 %,. Secondary
excitation and self-excitation effects for transuranium elements are dis-
cussed.
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Steel and Iron Industry

X-ray fluorescence methods have successfully been applied to the analysis
of numerous materials in the iron and steel industry, as well as for industrial
of iron and noniron based materials such as zirconium alloys, alnico,
ferro alloys, etc. Major components can be determined with an accuracy
equal to that of chemical methods, and x-ray fluorescence techniques have
the added advantage of being more economical and less time consuming.
Depending upon the problem, the samples are either pulverized, ground,
and pressed into pellets, where a binding medium is occasionally added, or
polished. Care has to be taken in this procedure so as not to plug up softer
substances or to smear them over the surface of the sample. Furthermore,
attention has to be given to possible segregation and local enrichment of
components during solidification of melts and slags. Interaction between
the individual components is most pronounced in the case of solids. A
multitude of procedures have therefore been developed to correct for the
effects of associated components on the fluorescent intensity of the desired
elements. This often results in a linear system of equations consisting of
several equations and unknowns, the solutions of which yield the desired
concentration. Mathematical correction procedures may be avoided when
dissolving the samples in acids or fluxes, where the sample is strongly
diluted and effects of interaction are reduced in magnitude. Strongly
absorbing substances such as BaO, may be added to the melt in order to
completely suppress interelement effects (borax technique). As a result, linear
calibration curves are obtained, and the composition of the sample in terms
of associated components may be neglected. Although sensitivity decreases
when applying dilution procedures, accuracy of the results is usually
improved. Reference to the literature is made in the following sections.

230
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19.1. Steel and Iron

Some Problems in the Analysis of Steels by X-ray Fluorescence

E. Gillam and H. T. Heal (British Iron and Steel Research Association,
Battersea, London, England)

Brit. J. Appl. Physics 3, 353 (1952).

Application of x-ray fluorescence techniques to analysis of alloyed steels is

investigated with particular reference to the determination of iron, chro-

mium, and nickel. It is shown that the fluorescent intensity of the elements

not only depends on their concentration, but also on the nature and

amounts of associated elements. Therefore, calibration curves are required

for the determination of composition. The mathematical relationship

between fluorescent intensity, concentration, and composition of the sample

is derived and interelement effects are discussed.

Analysis of High-Temperature Alloys by X-ray Fluorescence

R. M. Brissey (Thomson Laboratory, General Electric Co., Lynn,
Massachusetts)

Anal. Chem. 25, 190 (1953).

Principles and possibilities of application of the x-ray fluorescence method

are demonstrated in this paper with particular reference to production

control of high-alloy steels.

Calibration Method for X-ray Fluorescence Spectrometry
H. J. Beattie and R. M. Brissey (Thomson Laboratory, General Electric
Co., Lynn, Massachusetts)
Anal. Chem. 26, 980 (1954).
Fluorescent intensity of elements in the analysis of multicomponent systems
not only depends on elemental concentration but also on overall composition
of the sample. Complicated interactions between individual elements of a
mixture consisting of » components may be expressed mathematically as a
linear system of equations consisting of » + 1 equations with » unknowns
of rank n. The unknowns correspond to the desired concéntrations, the
diagonal coefficients are determined by the fluorescent intensities of sample
and pure element, and the nondiagonal coefficients are calculated from
intensity measurements of two-component mixtures. The system of equations
is solvable unequivocally. The procedure which, for calibration, requires
only pure components and two-component mixtures, is tested for molyb-
denum, nickel, iron, and chromium analyses of high-alloy steels. The
calculated values agree in nearly all cases within + 59 relative with
chemically determined values.
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Generalized X-ray Emission Spectrographic Calibration Applicable to
Varying Composition and Sample Forms
H. G. Burnham, J. Hower, and L. C. Jones (Wood River Research Labora-
tory, Shell Qil Co., Wood River, Illinois)
Anal. Chem. 29, 1827 (1957).
Determination of concentration leads mathematically to a linear system of
equations. Additional transformations and extensions of the system of
equations according to Sherman is necessary. The system of equations for a
three-component mixture consists of three equations which are linear in
regard to concentration and reciprocal intensities, and which are of third
order in regard to the geometrical factor. The system of equations is solvable
unequivocally and, hence, yields the desired concentrations. The value of
this method increases when graphical methods are used for the solution of
the three equations. Samples of different forms such as plates, wires, chips,
and drill and file shavings may be studied by the x-ray method with seemingly
the same success. Samples of known composition serve as standards.
Factors accounting for interelement effects are determined by equalization
calculation. The method is applied to the analysis of chromium, iron, and
nickel in steels.

Quantitative Ermittlung von Legierungselementen im Stahl mit der Rontgen-
Fluoreszenz-Spektralanalyse (Quantitative Analysis of Alloy Elements in
Steel by X-ray Fluorescence Spectral Analysis)

H. Krichter and W. Jiger (Mannesmann Forschungsinstitut, Duisburg,
Germany)

Archiv Eisenhiittenwesen 28, 633 (1957).

The principles of the x-ray fluorescence method are presented in the intro-

duction. The effects of sample thickness, surface properties, and x-ray

counting time on the accuracy of the measurements are investigated.

Experiments with low- and high-alloy steels indicate strong interelement

effects. It is therefore desirable in quantitative analysis of alloyed steels to

refer intensity measurements to standards of well-known composition
similar in elemental content to the steels. Analysis of commerical steels
with this procedure indicates fair agreement with wet-chemically determined
values. In the case of standards not too different in composition than the

samples and for contents of more than 1%, an accuracy of at least 29

relative may be expected. Advantages and disadvantages of the x-ray

method in comparison to optical emission spectral analysis are discussed.
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Determination of Iron, Chromium, and Nickel by Fluorescent X-ray Analysis

W. W. Houk and L. Silverman (Atomics International, Division of North
American Aviation, Inc., Canoga Park, California)

Anal. Chem. 31, 1069 (1959).

Iron, chromium, and nickel contents of various stainless steels and nickel—
chromium alloys are determined using x-ray fluorescent techniques. Samples
are. dissolved in aqua regia and hydrofluoric acid, vaporized with per-
chloric acid, and diluted with water. Fluorescent intensity and background
radiation are measured and the intensity ratios of (line + background)/
background are used. A well-analyzed NBS steel serves as standard.
Analytical results are within + 1.5% of the true composition when using
a scintillation counter. Pulse-height discrimination improves the detection
limit so that 5 to 10 g Fe, Ni, and Cr can be determined in I ml of solution.
Calibration curves for stainless-steel analysis are also applied to the
analysis of chromium-—nickel alloys.

X-ray Fluorescence Analysis of Stainless Steel in Aqueous Solutions
R. W. Jones and R. W. Ashley (Chemistry and Metallurgy Division, Chalk
River Project, Atomic Energy of Canada Ltd., Chalk River, Ontario,
Canada)
Anal. Chem. 31, 1629 (1959).
Nickel, chromium, molybdenum, and niobium are determined quantitatively
in stainless steel using x-ray fluorescence. The samples (0.5 g) are dissolved
in aqua regia and dried after adding sulfuric acid. Sulfates are dissolved in
an aqueous solution, and niobium is precipitated by hydrolysis and
separated chemically. Nickel, chromium, and molybdenum contents are
determined directly in the solution. The separated niobium is mixed with
1 g of cellulose powder and pressed into a pellet. Synthetically mixed
samples serve as standards. This method yields accurate results and the
relative standard deviation, as indicated by comparison to chemically
analyzed standards, is less than 19 for the four elements studied. The
method is somewhat more involved than direct analysis of solid samples;
however, strong interelement effects are reduced by the solvent so that
calibration is simpler and independent of the sample form.

Line Interference Corrections for X-ray Spectrographic Determination of
Vanadium, Chromium, and Manganese in Low-Alloy Steels

P. D. Zemany (Research Laboratory, General Electric Co., Schenectady,
New York)

Spectrochim. Acta 16, 736 (1960).

Line overlap such as between CrK,-VK; or MnKa—CrK,, occasionally
occurs when analyzing low-alloy steels. In order to determine in such
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cases the intensity of the individual lines, the integrated intensity of the
two overlapping lines is measured and the intensity of one line is then
subtracted from the integrated intensity. The intensity value that is to be
subtracted is found by measuring a second line of the same spectrum which
is free of overlap, and the true intensity of the overlapped line may be
calculated from the relative line intensities within the spectrum. The method
is explained using the example of manganese-chromium-vanadium
containing steels.

Réntgenspektroskopie im Eisenhiittenlaboratorium (X-ray Spectroscopy on
Laboratories of Steel Mills)
H. De Laffolie (Deutsche Edelstahlwerke AG, Krefeld, Germany)
DEW-Techn. Ber. 1, 161 (1961).
Principles of x-ray fluorescence analysis are presented and certain require-
ments in the apparatus such as dispersion and resolution of the analyzing
crystals, detectors, and associated pulse-height distribution of the registered
radiation, effects of air or vacuum in the spectrometer chamber, effects of
sample distance on the measured values, roughness of sample surfaces,
accuracy of measurements, and procedures for quantitative analysis are
discussed.

Application de la fluorescence X au contréle analytique dans une aciérie de
moulage (Application of X-ray Fluorescence to Analytical Control in a
Steel Mill)

R. Berger and P. Deceuleneer (Usines Emile Henriot, Court-Saint-Etienne,
France)

Rev. univers. Mines [9] 15, 207 (1961).

The x-ray fluorescence method is applied on a large scale to production

control and monitoring of a steel mill. Solid samples turned to the proper

dimensions are analyzed with 400 specially prepared standards which, on
the basis of their composition, may be divided into several groups. The two
component systems Fe-Cr, Fe-Ni, Fe-W, and Fe-Mn are investigated and
the respective calibration curves are constructed. Next follow the three-
component systems Fe-Cr—Cu, Fe-Ni-Mo, and Fe-Ni-Cu. Groups of
binary calibration curves are plotted for varying amounts of a third compo-
nent, and interelement effects are discussed. In the four-component systems

Fe-Ni-Cr-Mn, Fe-Ni-Cr-Mo, Fe-Ni-Cr-Cu, and Fe-Cr-V-W, cali-

bration curves are constructed, e.g., for the determination of chromium in

the system Fe-Ni-Cr-Mo, where concentrations of associated elements vary

(8%, 20 %, and 36 % nickel; and 0 and 59, Mo). Finally, the determination

of niobium and titanium in multicomponent systems is investigated. On the
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basis of all the data, a sequence is established for the effects of one element
on another during analysis, and the respective elements are determined in
this sequence in the actual analysis. The first element to be determined is
molybdenum, whose determination is practically independent of the
composition of the sample as a whole. Then follows the determination of
the nickel content, with molybdenum serving as a reference. Nickel content,
in turn, serves as a reference parameter for the copper determination, and
nickel and molybdenum are used as references for the chromium measure-
ment. Chromium is the standard for the manganese determination. Niobium
and titanium contents are independent of the overall sample composition.
Numerous analyses made according to this procedure are compared to
chemical analyses. The method is most suitable for production control of
Fe-Cr—Ni—-Mo-Cu-Mn steels as well as for Fe-W-Cr-V steels.

X-ray Fluorescence Spectroscopy in Metallurgical Research
T. A. Davies (The Mond Nickel Company Limited, Birmingham, England)
Rev. univers. Mines [9] 15, 228 (1961).

X-ray fluorescence is not only applied to quantitative analysis but also to
routine analysis. The latter concerns nickel-copper alloys, nickel-iron alloys,
low-alloy steels, stainless steels, and high-temperature alloys on nickel basis.
Analytical procedures are developed for the study of solid, powdered, and
liquid samples. Strong interelement effects are occasionally noted when
analyzing solid samples, the most noticeable of which are the effects of
molybdenum on the chromium determination in nickel-containing alloys
and stainless steels, and of chromium on the cobalt determination in high-
temperature alloys. The interfering elements are chemically separated in
order to eliminate these effects. When working with solutions, certain
elements may be separated and concentrated, thus making possible analysis
of amounts which ordinarily are below the detection limit. With the aid of
synthetic standard solutions, analyses are possible which are most difficult
to carry out with other analytical methods.

Determination of the Interelement Effect in the X-ray Fluorescence Analysis
of Cr in Steels

W. Marti (Physikalisches Laboratorium Gebriider Sulzur AG, Winterthur,
Switzerland)

Spectrochim. Acta 17, 379 (1961).

A procedure is described for accurate chromium determination in steels by

x-ray fluorescence analysis involving minimum requirements for standards.

The fluorescence intensity of chromium not only depends on the Cr concen-

tration but also on the overall composition of the sample, and this inter-
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action is expressed numerically in the form of an equation. The interaction
coefficients of the individual elements are determined experimentally by
systematically varying the content of a given element in a steel. With this
procedure, the interaction coefficients for Si, Mn, Ni, Mo, V, Ti, Nb, Cu,
W, and Co are determined. When applying, for example, the correction to
a chromium analysis (this, however, requires knowledge of the overall
sample composition), the corrected fluorescent intensity of chromium is
proportional to the Cr concentration.

On the Determination of the Interelement Effect in the X-ray Fluorescence
Analysis of Steels

W. Marti (Physikalisches Laboratorium, Gebriider Sulzer AG, Winterthur,
Switzerland)

Spectrochim. Acta 18, 1499 (1962).

Interelement effects in a high-alloy steel are expressed in the form of a
linear system of equations. Interaction coefficients for the determination of
the elements Cr, Mn, Fe, Co, Ni, Cu, and Mo in steels are calculated
using well-analyzed steel samples. Since the interaction coefficients are
known, measured fluorescent intensities are subsequently corrected for
interelement effects; solution of the systems of equations yields all desired
concentrations simultaneously. The corrected intensities are then strictly
proportional to the concentrations. An analog computer may be used to
solve the system of equations, and its principle is briefly discussed.

Die Anwendung der Rintgenfluoreszenzanalyse bei der Untersuchung
verschiedener Ferrolegierungen (Application of X-ray Fluorescence
Analysis to Study of Various Ferro Alloys)

J. Bruch (Metallurgische Abteilung, Gusstahlwerk Witten AG, Witten)

Archiv Eisenhiittenwesen 33, 5 (1962).

X-ray fluorescence techniques are described to analyze quantitatively and
reliably various powdered alloys such as Fe-W, Fe-Mo, Fe-Nb-Ta, and
Fe—Cr. Two procedures for sample preparation are described extensively,
namely decomposition of the sample in borax with addition of BaO,, and
dissolution in acids. Both procedures are tested extensively for repro-
ducibility, and large sets of measurements are obtained to estimate scatter
in the data. Synthetic samples prepared by analogous procedures serve as
standards. The following determinations are made: W, Mo, Mn, and Cr
in ferro tungsten; Mo, Cu, and Mn in ferro molybdenum; Ta, Nb, Mn,
and Ti in ferro niobium-tantalum; and Cr and Ni in ferro chromium.
Absolute scatter of + 0.25 9% may be obtained for major elements with 95 %,
certainty, and accuracy is also sufficient for the determination of minor
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components. Usefulness of the analytical procedure is indicated by numer-
ous comparative analyses. Time required for analysis including sample
preparation varies between 45 m and 3} h.

Beitrag zur rontgenspektrometrischen Analyse legierter Stdhle (Contribution
to X-ray Spectrometric Analysis of Alloyed Steels)

H. De Laffolie (Forschungsinstitut, Deutsche Edelstahlwerke AG,
Krefeld, Germany)

Archiv Eisenhiittenwesen 33, 101 (1962).

Feasibility and prerequisites for exact and accurate analysis of solid steel

samples are discussed. Experimental calibration curves obtained with

various accelerating potentials are compared to theoretically derived curves

for the binary system iron-nickel. Use of an external standard for the deter-

mination of the composition is described, and enhancement and absorp-

tion effects of numerous elements are reported. Finally, results of x-ray

spectrometric analyses are compared to wet-chemically determined values.

Beitrag zur rontgenspektrochemischen Analyse niedriglegieter Stdhle
(Contribution to X-ray Spectrochemical Analysis of Low-Alloy Steels)
H. De Laffolie (Forschungsinstitut, Deutsche Edelstahlwerke AG,

Krefeld, Germany)

DEW-Techn. Berichte 2, 119 (1962).

It is shown that calibration curves for minor elements are straight lines in
x-ray fluorescence analysis. The slope of the calibration curves changes with
the excitation conditions and the atomic number of the desired element,
and simple relations exist between the calibration curves for variouselements.
A method for background correction is discussed and systematic errors
which occur when neglecting the background are presented quantitatively.

Determination of Lead in Leaded Steels by X-ray Spectroscopy
B. A. Kilday and R. E. Michaelis (National Bureau of Standards, Washing-
ton, D.C.)

Appl. Spectroscopy 16, 137 (1962).

Lead content of carbon-poor steels is determined by x-ray fluorescence
analysis. Lead is only poorly soluble in steel (0.0059%), and in the case of
contents of 0.15 to 0.359% Pb small lead particles are present in the steel.
The samples are first polished with normal polishing compounds; in order
to avoid smearing of the soft lead over the total sample surface the speci-
mens are given a final metallographic polish with diamond powder of 6 u
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and 0.25 p grain size using oil as a lubricant. With this procedure, suitable
surfaces even for varying grain sizes of the lead particles are obtained. A
well-analyzed NBS steelis used as a standard, and homogeneity of the sample
in terms of the lead content is investigated by selecting small areas for
analysis. The studies serve to select a new NBS standard steel.

General X-ray Spectrographic Solution Method of Analysis of Iron, Chromium,
andfor Manganese Bearing Materials

B. J. Mitchell and H. J. O’Hear (Technology Department, Union Carbide
Metals Co., Division of Union Carbide Corp., Niagara Falls, New York)

Anal. Chem. 34, 1620 (1962).

A simple and accurate x-ray fluorescence method is described to determine
iron, chromium, and manganese in soluble substances. The procedure is
applied to the analysis of the following materials: manganese and chrome
alloys, slags and ores, alnico, steels, and special alloys containing iron,
chromium, manganese, nickel, copper, and cobalt. Contents in the range of
0.1 t0 99.9 9/ may be determined. The samples are either dissolved in acid or
decomposed with sodium peroxide and then dissolved in acids. Fluorescent
intensities vary with the amount of solvent, temperature, acid and pH
value, and manganese, nickel, and copper are therefore added as internal
standards. Hence, only one calibration curve is necessary per element for all
substances and solvents. Synthetic or other well-analyzed samples serve as
standards. Comparison of x-ray spectrometric and wet-chemically deter-
mined contents indicate good agreement.

Determination of Refractory Metals in Ferrous Alloys and High-Alloy Steel
by the Borax Disc X-ray Spectrochemical Method

C. L. Luke (Bell Telephone Laboratories, Inc., Murray Hill, New Jersey)
Anal. Chem. 35, 56 (1963).

An x-ray fluorescence method is developed for quantitative determination of
the elements Mo, W, Nb, and Ta in temperature and corrosion resistant
alloys, and for determination of Mo and W in high-alloy steels. The samples
are dissolved in acid and the rare metals are chemically separated from
associated elements by precipitation. Rare metals are transferred into
oxide form and the oxides are decomposed with 10 g of borax and an addi-
tional 2 g of BaO; the melt is finally poured into pellet form. Addition of
BaO tends to largely compensate for interelement effects. Comparison with
chemical analyses shows that the method is well suited for the analyses in
question and yields accurate results in a comparatively short time.
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The Determination of Microgram Quantities of Zirconium in Iron, Cobalt,
and Nickel Alloys by X-ray Fluorescence

O. Kriege and J. S. Rudolph (Westinghouse Research Laboratories,
Pittsburgh, Pennsylvania)

Talanta 10, 215 (1963).

An x-ray fluorescence method is developed to quantitatively determine low-

est amounts of zirconium in iron, cobalt, and nickel alloys. The samples are

dissolved in aqua regia and zirconium is precipitated and separated with

p-bromium mandelic acid. The precipitate is analyzed directly on the

filter paper. Samples prepared in the same manner serve as standards, and

the calibration curve is a straight line. Low-alloy NBS steels of known

zirconium contents are analyzed for test purposes, and the method is found

suitable for the determination of concentrations in the range of 0.003 to

0.5% Zr.

19.2. Slags

Zur Schnellbestimmung des Eisens in der Schlacke (Rapid Determination of
Iron in Slags)

H. J. Kopineck (Versuchsanstalt der Hoesch AG, Westfalenhiitte, Dort-
mund, Germany)

Archiv Eisenhiittenwesen 27, 753 (1956).

An x-ray fluorescence analysis unit for quick determination of the iron

content of Thomas slags is developed and described extensively. After

sampling, the slag is hammered during cooling, sieved, and pressed to a

pellet. Natural variations in iron content of Thomas slags are +359%

relative and, hence, determination of the iron content to + 29 relative is

sufficient. Chemically well-analyzed slag samples are used as standards, and

a linear calibration curve is obtained in the range of 5-209/ Fe. Time re-

quired for analysis from sampling to transmission of the results is approxi-

mately 4 mins.

Zur Anwendung der Rontgenfluoreszenz-Spektralanalyse in der Eisenhiitten-
industrie (Application of X-ray Fluorescence Spectral Analysis in the Steel
Industry)

H. J. Kopineck and P. Schmitt (Versuchsanstalt der Hoesch AG, West-
falenhiitte, Dortmund, Germany)

Archiv Eisenhiittenwesen 32, 19 (1961).

Use of x-ray fluorescence analysis in the steel industry for production

monitoring, research, and routine as well as special analyses is

discussed. Of particular importance in this work are the detection limits
that can be achieved. Detection limits for the elements Al to Ti in iron-
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